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ABSTRACT 

As mobile devices evolve to be powerful and 

pervasive computing tools, their usage also 

continues to increase rapidly. However, mobile 

device users frequently experience problems when 

running intensive applications on the device itself, 

or offloading to remote clouds, due to resource 

shortage and connectivity issues. Ironically, most 

users’ environments are saturated with devices with 

significant computational resources. This paper 

argues that nearby mobile devices can efficiently 

be utilised as a crowd-powered resource cloud to 

complement the remote clouds. Node 

heterogeneity, unknown worker capability, and 

dynamism are identified as essential challenges to 

be addressed when scheduling work among nearby 

mobile devices. We present a work sharing model, 

called Honeybee, using an adaptation of the well-

known work stealing method to load balance 

independent jobs among heterogeneous mobile 

nodes, able to accommodate nodes randomly 

leaving and joining the system. The overall strategy 

of Honeybee is to focus on short-term goals, taking 

advantage of opportunities as they arise, based on 

the concepts of proactive workers and opportunistic 

delegator. We evaluate our model using a prototype 

framework built using Android and implement two 

applications. We report speedups of up to 4 with 

seven devices and energy savings up to 71% with 

eight devices. 

Keywords: Mobile edge-clouds, crowdsourcing, 

mobile crowd computing, offloading 

I. INTRODUCTION 

Today’s environments are becoming embedded 

with mobile devices with augmented capabilities, 

equipped with various sensors, wireless 

connectivity as well as limited computational 

resources. Whether we are on the move, on a train, 

or at an airport, in a shopping centre or on a bus, a 

plethora of mobile devices surround us every day 

[47], thus creating a resource-saturated ecosystem 

of machine and human intel- ligence. However, 

beyond some traditional web-based ap- plications, 

current technology does not facilitate exploiting 

this resource rich space of machine and human 

resources. Collaboration among such smart mobile 

devices can pave the way for greater computing 

opportunities [54], not just by by creating crowd-

sourced computing opportunities [29] needing a 

human element, but also by solving the resource 

limitation problem inherent to mobile devices. The 

focus of this paper is on mobile crowd (or edge-

cloud). In our view, the human user of a mobile 

device is also a resource, which adds an element of 

crowd computing [48] to the mobile cloud as well. 

Therefore, we refer to this specialized mobile cloud 

as the Mobile Crowd. There are several unique 

features that differentiate mobile crowd 

environments from a typical grid/distributed 

computing cluster, such as less computation power 

and limited energy on nodes, node mobility 

resulting in frequent disconnections, and node 

heterogeneity [22]. Hence, solutions from 

grid/distributed computing cannot be used as they 
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are, and need to be adapted to suit the requirements 

of mobile crowd environments. 

Related Works 

Offloading computation and storage from mobile 

devices to an external set of resources, has been 

explored in the node mobility. Honeybee, on the 

other hand, focuses on offering computation 

services rather than storage. In most mobile task 

sharing systems, Wi-Fi or 3G has been the most 

used communication protocols, except in the cases 

such as the MMPI framework [18], which is a 

mobile version of the standard MPI over Bluetooth, 

and uses Bluetooth exclusively for transmission, 

and Cuckoo[34], based on the Ibis communication 

middleware [62], to offload to a remote resource, 

and supports Bluetooth with Wi-Fi and cellular. 

Although Honeybee has used Bluetooth in previ- 

ous versions, the current implementation uses Wi-

Fi Direct due to better speeds and range. 

FemtoCloud [28] proposes an opportunistic mobile 

edge-cloud platform that offloads jobs to nearby 

mobiles, similarly to Honeybee. However, whereas 

Honeybee does not require prior information about 

the computational capabilities of the worker nodes 

to load- balance the task, FemtoCloud’s scheduling 

strategy depends on periodic capability estimations 

of each worker node. At the other end of the 

spectrum, crowd computing[48], [47], [52] has 

been shown to have the potential to use mobile 

devices in a social context to perform large scale 

distributed computations, via a static farming 

method. However, our results show that the work 

stealing method can provide better results. Social 

aware task farming has been proposed as an 

improvement on simple task farming, and social 

aware algorithms show better performance in their 

simulation based on real world human encounter 

traces [48]. In the future we hope to build on this 

result (social aware task sharing) as an incentive for 

participation. In [26], human ex- pertise is used to 

answer queries that prove too complicated for 

search engines and database systems, and in 

Crowd- Search [64], image search on mobile 

devices is performed with human validation via 

Amazon Mechanical Turk. A generic spatial 

crowdsourcing platform using smartphones is 

discussed in [11], where queries are based on 

location information. Mobile phones are used to 

collect sensor data on Medusa [53], according to 

sensing tasks specified by users. In Rankr [41], an 

online mobile service is used to ask users to rank 

ideas and photos. These are primarily con- cerned 

with the crowdsourcing aspect, using mobile 

devices as tools to access an online crowdsourcing 

service that is hosted on a remote server. In 

contrast, Honeybee defines the crowd as the 

surrounding mobile devices and their users, and 

focuses on sharing the tasks on a crowd of local 

mobile devices with performance gain and saving 

energy as the main goal. Indeed, results from the 

above research show us that user participation is at 

a considerable level, and using micro payments for 

such ‘micro tasks’ is viable. 

II. EXISTING SYSTEM 

Cloud computing is efficient and scalable but 

maintaining the stability of processing so many 

jobs in the cloud computing environment is a very 

complex problem with load balancing receiving 

much attention for researchers. Since the job arrival 

pattern is not predictable and the capacities of each 

node in the cloud differ, for load balancing 

problem, workload control is. crucial to improve 

system performance and maintain stability. Load 

balancing schemes depending on whether the 

system dynamics are important can be either static 

or dynamic. Static schemes do not use the system 

information and are less complex while dynamic 

schemes will bring additional costs for the system 

but can change as the system status changes. A 

dynamic scheme is used here for its flexibility. 

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 Vol.7, Issue.7, July 202168



 

DISADVANTAGES 

● Load balancing schemes depending 

on whether the system dynamics are 

important can be either static or 

dynamic. 

● Static schemes do not use the system 

information and are less complex. 

● A dynamic scheme is used for its 

flexibility. 

 

III. PROPOSED SYSTEM 

Load balancing schemes depending on 

whether the system dynamics are important can be 

either static or dynamic. Static schemes do not use 

the system information and are less complex while 

dynamic schemes will bring additional costs for the 

system but can change as the system status 

changes. A dynamic scheme is used here for its 

flexibility. The model has a main controller and 

balancers to gather and analyze the information. 

Thus, the dynamic control has little influence on 

the other working nodes. The system status then 

provides a basis for choosing the right load 

balancing strategy. The proposed method will 

display the pollution rate in area wise .Such things 

as automobiles, fertilizers, pesticides, energy 

production (e.g. coal), and agricultural production 

all contribute pollutants to the surrounding air. 

Topography can exacerbate the effects of 

pollutants, trapping them inside a limited area or 

making it easy for pollutants to settle instead of 

being swept away by winds.  

 

 

Fig.1. Overall architecture of Proposed System 

 

IV Module Description 

System Model  

There are several cloud computing categories with 

this work focused on a public cloud. A public cloud 

is based on the standard cloud computing model, 

with service provided by a service provider. A 

large public cloud will include many nodes and the 

nodes in different geographical locations. Cloud 

partitioning is used to manage this large cloud. A 

cloud partition is a subarea of the public cloud with 

divisions based on the geographic locations. with 

the main controller deciding which cloud partition 

should receive the job. The partition load balancer 

then decides how to assign the jobs to the nodes. 

When the load status of a cloud partition is normal, 

this partitioning can be accomplished locally. If the 

cloud partition load status is not normal, this job 

should be transferred to another partition. 

Main controller and balancers: 

The load balance solution is done by the main 

controller and the balancers. The main controller 

first assigns jobs to the suitable cloud partition and 

then communicates with the balancers in each 

partition to refresh this status information. Since 

the main controller deals with information for each 

partition, smaller data sets will lead to the higher 

processing rates. The balancers in each partition 

gather the status information from every node and 

then choose the right strategy to distribute the jobs. 
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Assigning jobs to the cloud partition 

When a job arrives at the public cloud, the first step 

is to choose the right partition. The cloud partition 

status can be divided into three types:  

 

i. Idle: When the percentage of idle nodes 

exceeds balancer A, change to idle status. 

ii. Normal: When the percentage of the 

normal nodes exceeds balancer B, change 

to normal load status. 

iii. Overload: When the percentage of the 

overloaded nodes exceeds balancer C, 

change to overloaded status. 

Motivation 

 A relatively simple method can be used for the 

partition idle state with a more complex method for 

the normal state. The load balancers then switch 

methods as the status changes. Here, the idle status 

uses an improved Round Robin algorithm while the 

normal status uses a game theory based load 

balancing strategy. 

Load balance strategy for the idle status 

There are many simple load balance algorithm 

methods such as the Random algorithm, the Weight 

Round Robin, and the Dynamic Round Robin. The 

Round Robin algorithm is used here for its 

simplicity. The Round Robin algorithm is one of 

the simplest load balancing algorithms, which 

passes each new request to the next server in the 

queue. The algorithm does not record the status of 

each connection so it has no status information. In 

the regular Round Robin algorithm, every node has 

an equal opportunity to be chosen. However, in a 

public cloud, the configuration and the 

performance of each node will be not the same; 

thus, this method may overload some nodes. Thus, 

an improved Round Robin algorithm is used, which 

called “Round Robin based on the load degree 

evaluation”. The algorithm is still fairly simple. 

Before the Round Robin step, the nodes in the load 

balancing table are ordered based on the load 

degree from the lowest to the highest. 

Load balancing strategy for the normal status 

When the cloud partition is normal, jobs are 

arriving much faster than in the idle state and the 

situation is far more complex, so a different 

strategy is used for the load balancing. Each user 

wants his jobs completed in the shortest time, so 

the public cloud needs a method that can complete 

the jobs of all users with reasonable response time. 

In  proposed a static load balancing strategy based 

on game theory for distributed systems. And this 

work provides us with a new review of the load 

balance problem in the cloud environment. As an 

implementation of distributed system, the load 

balancing in the cloud computing environment can 

be viewed as a game.   

 

V .RESULTS 

Fig.2. MAIN PAGE 

 

  

 

Fig.3. SENDER 
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Fig.4. NODE 1 

 

 

 

Fig.5. NODE 2 

 

 

 

Fig.6. NODE 3 

 

 

 

Fig.7. ATTACKER 

 

 

 

 

Fig.8. TOPOLOGY 

 

 

 

Fig.9. RECIVER 

 

 

                    

VI. CONCLUSION 

We present the following conclusions. Firstly, work 

sharing among an autonomous local mobile device 

crowd is a viable method to achieve speedups and 

save energy. The addition of new resources up to 

an optimal amount can yield increased speedups 

and power savings. Secondly, a generalized 

framework can be used for abstracting methods and 

enabling parameterization for different types of 

tasks made of independent jobs. Thirdly, inherent 

challenges of mobile computing such as random 

disconnections, having no prior information on 

participating nodes, and frequent fluctuations in 

resource availability can be successfully 

accommodated via fault tolerance methods and 

work stealing mechanisms. 
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