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ABSTRACT 

The accumulation and sharing of the bigdata is one among the intense concerns. Because the 

massive amount of knowledge must be accessible altogether circumstances just in case of any failure or 

not responding of the cloud. We present a practical cloud of clouds storage mechanism which is capable 

of storing and distribution of massive data during a secure, reliable, and efficient way by using the 

multiple providers of cloud service and storage repositories to accompany with the sensitive personal 

data. We implement a number of the features that permits the build-up and sharing big data securely. It 

efficiently deals with multiple storage locations, support reasonably big files, and offer controlled file 

sharing of the info. It efficiently deals with large files over a group of geo-dispersed storage services. 

For the safety purpose the info stored within the cloud is in encrypted format and only the authorized 

clients associated with the precise data are going to be accessible. Besides that, we developed a 

completely unique protocol to avoid write-write conflicts between clients accessing and the shared 

repositories. 

 
INTRODUCTION 

 

The massive scale, the speed of ingesting and processing, and therefore the characteristics of the info 

that has got to be addressed at each stage of the method present significant new challenges when designing 

solutions. The goal of most big data systems is to surface insights and connections from large volumes of 

heterogeneous data that might not be possible using conventional methods. Depending upon the thought of the 

knowledge being broke down, there are lawful limitations hindering such organizations to re-appropriate the 

capacity and control of some of the datasets, particularly while including individual data. Due to the qualities of 

massive data, individual computers are often inadequate for handling the info at the most stages. To raised address 

the high storage and computational needs of massive data, a special storage mechanism is required. And 

therefore, the data stored within the multiple repositories must be adaptable to byzantine resilient protocol which 

handles the info availability at any stages. Once the info is out there, the system can begin processing the info to 

surface actual information. The computation layer is probably the foremost diverse a part of the system because 

the requirements and best approach can vary significantly counting on what sort of insights desired. The method 

involves breaking workout into smaller pieces, scheduling each bit on a private machine, reshuffling the info 

supported the intermediate results, then calculating and assembling the ultimate result. 

LITERATURE SURVEY 

 

A cloud backed filing system for storing and sharing big data. Its design relies on two important 

principles: files meta data and data are stored in multiple clouds, without requiring trust on any of them 

individually, and therefore the system is totally data centric. Our results show that this design is possible and 

may be 

used in world institutions that require to store and share large critical data sets during a controlled way. the 

longer- term enhancement includes the info integrity between the multiple cloud providers and therefore the 

efficient algorithm for the management i.e., Another enhancement is that the use of Byzantine-resilient 

datacentric algorithms for implementing storage and coordination. There are some works that propose the 

utilization of this type of algorithms for implementing dependable systems. 

EXISTING SYSTEM 

 

In the existing system many cloud storages don't provide the file synchronization because it is predicated upon 
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the only cloud services. There's a problem for the scalable infrastructure for storing the scalable data.and to 

take care of and manage those data. within the case of such data storage their serious concern about the safety 

arises. Conversely, attributes like cost-effectiveness, simple use, and (almost)infinite scalability make public 

cloud services natural candidates to deal with data storage problems. Unfortunately, many organizations are still 

reticent to adopt public cloud services. The sensitive and important contents must be shielded from the 

unauthorized users to access or modify those data. 

DEMERITS OF EXISTING SYSTEM 
 

 Lack of centralized cloud storage management for storing the data. 

 Complex is designing a scalable storage area. 

 Difficult in maintaining the massive amount of increased overhead. 

 Data availability is reduced during this existing system. 

 

PROPOSED SYSTEM 

 

The proposed system uses cloud-of-clouds replication of encrypted and encoded data to avoid having 

any cloud service provider as one point of failure, operating correctly albeit a fraction of the providers unavailable. 

this technique uses cloud of clouds which suggests, the metadata of the info are going to be stored and 

maintained on the separate cloud storage for efficient sharing. It provides a knowledge centric design where it 

doesn't depend 

upon one cloud provider, data centric design. For that purpose, it uses leasing protocol to avoid the write 

conflicts between the info. It's a distributed filing system that gives an interface to access an ecosystem of multiple 

cloud services and allows data transfer between clients. 

MERITS OF PROPOSED SYSTEM 

 Due to the Cloud of clouds architecture the metadata is maintained to manage the cloud stored data. 

 Handles the large data during a secure and reliable way. 

 Efficient Encryption scheme on every file chunk ensures the improved security level. 

 Sharing the precise encrypted data among the dataset without disturbing to the opposite sets is maintained 

FLOW CHART 
 

CONCLUSION 
 

A cloud-backed file system for storing and sharing big data. Its design relies on two important principles: 

files metadata and data are stored in multiple clouds, without requiring trust on any of them individually, and the 

system is completely data centric. Our results show that this design is feasible and can be employed in real-world 

institutions that need to store and share large critical datasets in a controlled way. The future enhancement includes 
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the data integrity between the multiple cloud providers and the efficient algorithm for the management i.e. storing 

and processing of those 

data. Another enhancement is the use of Byzantine-resilient datacentric algorithms for implementing storage and 

coordination. There are some works that propose the use of this kind of algorithms for implementing dependable 

systems. 
 

REFERENCES 

 
[1]  Cloud Harmony, “Service Status,”https://cloudharmony.com/status-of- storage-group-by-regions,2019. 
 

[2]  CloudSecurityAlliance,“TopThreats,”https://cloudsecurityalliance.org/ group/top-threats/,2016. 

[3]  M. A. C. Dekker, “Critical Cloud Computing: A CIIP perspective on cloud computing services (v1.0),” 
European 

Network and Information Security Agency (ENISA), Tech. Rep.,2012. 

[4]  H.S.Gunawietal.,“Whydoesthecloudstopcomputing?:Lessonsfrom undreds of service outages,” in Proc. 

of the 
SoCC,2016 

[5]  European Commission, “Data protection,”https://ec.europa.eu/info/law/law-topic/data-protection en,2018. 

[6]  G. Gaskell and M. W. Bauer, Genomics and Society: Legal, Ethical and Social Dimensions. Routledge,2013. 
 

[7]  A. Bessani et al., “BiobankCloud: a platform for the secure storage, sharing, and processing of large 
biomedical data sets,” in DMAH,2015. 

 

[8]  H. Gottweis et al., “Biobanks for Europe: A challenge for governance,”EuropeanCommission,Directorate- 
GeneralforResearchandInnovation, Tech. Rep.,2012. 

[9]  P. E. Verissimo and A. Bessani, “E-biobanking: What have you done to my cell samples?” IEEE Security 
Privacy, 

vol. 11, no. 6, pp. 62–65, 2013. 

[10]  P. R. Burton et al., “Size matters: just how big is big? Quantifying realistic sample size requirements for 
human 

genome epidemiology,” Int J Epidemiol, vol. 38, no. 1, pp. 263–273,2009. 
 

[11]  D. Haussler et al., “A million cancer genome warehouse,” University of Berkley, Dept. of Electrical 
Engineering and Computer Science, Tech. Rep.,2012. 

 

[12]  R. W. G. Watson, E. W. Kay, and D. Smith, “Integrating biobanks: addressing the practical and ethical issues 
to deliver a valuable tool for cancer research,” Nature Reviews Cancer, vol. 10, no. 9, pp. 646–651, 2010. 

 

[13]  C. Basescu et al., “Robust data sharing with key-value stores,” in Proc. of the DSN,2012. 

[14]  A. Bessani, M. Correia, B. Quaresma, F. Andre, and P. Sousa, “DepSky: Dependableand securestorage 

incloud-of- 

clouds,” ACM Trans. Storage, vol. 9, no. 4, pp. 12:1–12:33,2013. 

[15]  T. Oliveira, R. Mendes, and A. Bessani, “Exploring key-value stores in multi-writer Byzantine-resilient register 
emulations,” in Proc. of the OPODIS,2016. 

[16]  Amazon, “Amazon S3,”http://aws.amazon.com/s3/,2019. 

[17]  Microsoft, “Microsoft Azure Queue,” http://azure.microsoft.com/enus/documentation/articles/storage-

dotnet- how-to-use-queues/,2019. 
 

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 Vol.7, Issue.4, April 2021212

https://cloudharmony.com/
https://ec.europa.eu/info/law/
http://aws.amazon.com/s3/
http://azure.microsoft.com/en
http://azure.microsoft.com/en


[18]  B. Martens, M. Walterbusch, and F. Teuteberg, “Costing of cloud computing services: A total cost of 
ownership approach,” in Proc. of the HICSS,2012. 

 

[19]  J. Y. Chung, C. Joe-Wong, S. Ha, J. W.-K. Hong, and M. Chiang, “CYRUS:Towardsclient- 
definedcloudstorage,”inProc.oftheEuroSys, 2015. 

[20]  S. Han et al., “MetaSync: File synchronization across multiple untrusted storage services,” in Proc. of the 
USENIX 

ATC, 2015. 

[21]  H. Tang, F. Liu, G. Shen, Y. Jin, and C. Guo, “UniDrive: Synergize multiple consumer cloud storage services,” 
in Proc. 

of the Middleware, 2015. 

[22]  D. Dobre, P. Viotti, and M. Vukolic, “Hybris: Robust hybrid cloud storage.” in Proc. of the SoCC, 2014. 
 

[23]  Rackspace, “Cloud files - faqs,”https://support.rackspace.com/how-to/cloud-files-faq/,2019. 

[24]  Google, “Google Genomics,”https://cloud.google.com/genomics/, 2019 

[25]  Google, “Google cloud datastore—NoSQL database for cloud data 
storage,”https://cloud.google.com/datastore/,2019. 

 

Dr.G.Singaravel,  Head of the Department, Department of Information Technology, K.S.R. College of Engineering(Autonomous),  
Tiruchengode, Tamil Nadu, India. E-mail: singaravelg@gmail.com 

T.Preethi , Student, Department of Information Technology, K.S.R. College of Engineering(Autonomous), Tiruchengode, Tamil Nadu, India. E-
mail: preethithirunavu2176@gmail.com  

B.Rupasri , Student, Department of Information Technology, K.S.R. College of Engineering(Autonomous), Tiruc hengode, Tamil Na du, India. 
E-mail: rupashree 995@gmail.com  

M.Vasuki, Student, Department of Information Technology, K.S.R. College of Engineering (Autonomous), Tiruc he ngode, Ta mil Na du, India. 
E-mail: vasukibharathi2@gmail.com  

N.K.Anuvarthini , Student, Department of Information Technology, K.S.R. College of Engineering(Autonomous), Tiruc he ngode, Ta mil Nadu, 
India. E-mail: nkanuvarthini@gmail.com  

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 Vol.7, Issue.4, April 2021213

https://support.rackspace.com/how-to/
https://support.rackspace.com/how-to/
https://cloud.google.com/genomics/
https://cloud.google.com/datastore/
mailto:singaravelg@gmail.com
mailto:preethithirunavu2176@gmail.com
mailto:rupashree995@gmail.com
mailto:vasukibharathi2@gmail.com
mailto:nkanuvarthini@gmail.com

