
 

 

 

  

Abstract—The consumption of news from online 

sources especially, the social media is on fire in today’s 

world. Users are benefitted because of ease of access 

coupled with its cheap cost. Contamination of the quality 

of information comes into play, people tend to get infected 

with fake news pretty fast, with misleading data being fed 

and reposted without necessary fact-finding and 

validation. In such a scenario where fake news is 

producing adverse effects on its consumers, comes the 

call for an authentic system to check the reliability of the 

information.  Machine learning algorithms play a great 

role when devising a system. Different classifiers are 

brought into use for this purpose. In this paper, we have 

implemented the Passive-Aggressive Classifier, which 

fulfills the task with an accuracy of over 90%. The best 

performance is achieved when using Passive-Aggressive 

Classifier in comparison to others. 

I. INTRODUCTION 

ith the rise in popularity of the social media, more 
people turn towards consuming news from social 

media rather than the traditional news media. Fake 
news is a matter of serious concern as it tends to 
become a great threat to democracy and the freedom of 
expression. Public trust in the government is distorted. 
Fake news spreads like wildfire, its extensive spread 
poses a great threat of extreme negative effects on its 
consumers as well as on the society as a whole. A kind 
of yellow journalism, in which pieces of news, 
probably hoaxes, is being spread through the online 
media, especially the social media. This derives its 
purpose as to impose certain ideas and often times has 
political agendas. These type of news items have a 
great chance of containing false and/or exaggeration 
filled claims, which in turn misleads the consumer 
creating a false imagery. 

II. LITERATURE SURVEY 

A. Opinion spam detection 

The reviews are broadly categorized into 3 types: 
fake reviews, reviews defaming an individual brand, 
and reviews promoting a product. Standard supervised 
machine learning classifiers such as logistic regression 

 

 
 

(LR) and Naïve Bayes (NB) are used to identify the 
last two types from the three categories mentioned. 
The accuracy for type 1 was 78% using all features and 
around 60% with the text features only. For type 2 and 
3, it could identify with an accuracy of over 90%. 

B. Content based detection 

The n-gram term frequency is used to detect fake 
opinions. Using SVM classifier, 84% accuracy is 
achieved, separating the positive and negative into 
groups helped increase the accuracy to 86%. When 
humans were employed to judge the reviews, the 
highest score was 65%. Other models make use of 
semantic similarity metrics. 

C. Reviewer behavior-based detection models 

Assuming that a spammer may target certain brand 

or a product for its better growth, hence rating 

given would be higher than the average rating. Fake 

reviews will be written in a short period. The 

evaluation results proved the model to be effective 

and was seen to outperform other baseline methods. 

III. PROPOSED WORK 

To be able to easily differentiate between fake and real 

news and help people through this fake news detection 

(including fake posts and tweets). The kind of 

information source becomes a determining factor be it 

textual content/profile/descriptions, identifying fake 

news from online sources, especially the social media is 

our target. We achieve it by developing a structured 

framework for the thorough study of fake news. 

A. Abbreviations and Acronyms 

TF-IDF stands for Term Frequency- Inverse 
Document Frequency. It refers to the weightage 
of words in the document, it takes in account 
the number of times a word appear in the 
document.  

B. Systematic Approach 

 Data Preprocessing 

Input, in the form of a dataset, is fed to 
the system, which is handled by the 
model build, making use of the tfidf 
vectorizer.  
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 Stop Word Removal 

after removing the stop words, common 
words, like “the”, ”when” and “there”, 
taking in account only those ones that 
appear at least a specific number of 
times.  

 Feature Extraction 

Extracting the most optimal features for 
the tfidf vectorizer is done by using a n-
number of the words which appear most 
of the times, 

 Term Frequency 

Utilizing the counts or words which 
appear in the data to find out the 
similarity between different documents.  

 Classification 

Text classification is the basis of this 
problem, a combination of Naïve Bayes 
classifier along with the passive 
aggressive algorithm’s implementation 
shall prove to be the best and optimal 
solution as this acts as a standard for 
text-based processing. 

 Confusion matrix 

In the end, we calculate the accuracy and print 
the true and false negatives and positives based 
on the confusion matrix, a table used to 
determine the performance of classification 
model on the data-set. 

 Accuracy  

Accuracy is determined by how well does the 
classifier work on the given dataset. It is 
calculated by taking in account the false and 
true positives and negatives. 

C. Equations 

Accuracy is calculated using:- 

Accuracy = (TP+TN)/(TP+FP+TN+FN)  

IV. IMPLEMENTATION 

A. COUNT VECTORIZER 

A powerful method of tokenizing a collection 

of text data to build a set of known words, 

which is later used to encode new data. 

B. TFIDF VECTORIZER 

Converts the text to feature vectors which are 
used as input to the vocabulary, it is a 
dictionary which changes every token (word) to 

feature index in the form of a matrix, and every 
unique token is assigned a feature index. 

C. NAÏVE BAYES CLASSIFIER 

A machine learning model generally used for 
classification purposes. It works on the 
principle of the Bayes Theorem. 

 USING TFIDF VECTORIZER 

 

 USING COUNT VECTORIZER 

 

D. PASSIVE AGGRESSIVE CLASSIFIER 

It is a member of the large-scale learning 
algorithms’ family. Somewhat identical 
to the Perceptron but do not need rate of 
learning, instead a regularization 
parameter is implemented. 

 USING TFIDF VECTORIZER 
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 USING COUNT VECTORIZER 

 

V. RESULTS DISCUSSION 

The implementation of a machine learning model for 

detection of the authenticity of an article and its 

classification as fake or fact has been successfully done. 

298 articles were correctly identified as real and 296 

articles were correctly identified as fake. In such a 

classification, it is important to limit the number of false 

positives as facts may be classified as fake.  

VI. CONCLUSION 

Online media, specifically the social media has been 

drastically used to manipulate information and mislead 

people by sharing fake news. It has impacted the 

individuals and the society in a strong negative manner. 

This project focuses on structured review, 

summarization as well as evaluation of the existing 

research on fake news. Through this paper, it concludes 

that by means of passive aggressive classifier and TF-

IDF vectorizer, the accuracy achieved is over 90%. 
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