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Abstract: Machine Learning is the fast emerging technology which is poised to dominate in 
almost every walks of today's life. There exist several machine learning methods for 
classification of 2D images. Using Convolutional Neural Networks (CNN) for deep learning is 
becoming more popular nowadays due to ability of CNNs to learn feature extraction directly . 
Different kinds of models have been proposed to achieve an improved learning rate for CNN. 
Training a CNN model is interesting yet challenging due to the large number of hyperparameters 
involved. Hyperparameter optimization can be done using metaheuristic algorithms like Genetic 
Algorithm, Particle Swarm Optimization, Antcolony Optimization, Simulated Annealing and 
Harmony Search. In this paper, CNN hyperparameter optimization is achieved by particle swarm 
optimization (PSO). In this work, the KB dataset that contains poses from karate and 
bharathanatyam is used for classification. By optimizing CNN hyperparameters with PSO higher 
accuracy is achieved when compared with a standard CNN. As a result, the baseline standard 
CNN achives an accuracy of 73.39%, compared to 82.51% for PSO CNN, which improves 
accuracy.  
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1. INTRODUCTION 

 There exist several methods for classification of 2D images. Using Convolutional Neural 
Networks (CNN) for deep learning is becoming more popular nowadays due to ability of CNNs 
to learn feature extraction directly. In CNN an already trained network can be used as a base 
model and a new network can be built on top of it for new recognition tasks. This enables the 
network to produce easy, fast and effective results. The inputs are separated into classes for 
classification depending on the objective function. The layer’s extract complex features by 
stacking and down sampling from different parts of the input. Convolutional Layer, Pooling 
Layer and Fully-Connected Layer are the three varieties of layers used. Convolutional layer uses 
kernels to detect features all over the image. The Kernels carries out a convolution operation in 
which element wise product is taken first and sum of the matrices are taken. Generally, large 
amount of computation is needed. This can be reduced by inserting Pooling layers between 
convolutional layers. This also prevents overfitting and reduce the parameters. 
 

 Recently, Metaheuristic algorithms have been used to optimize deep learning models like 
CNN. These methods greatly improve the accuracy of the model when compared with the 
standard models.  Metaheuristic are used in almost all research applications in various fields like 
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Engineering, Science, and in different Industrial applications. They are powerful methods to 
solve difficult optimization problems as they are flexible, easy to design and easy to be applied 
for various types of applications. The prime objectives of metaheuristic is to solve larger and 
diverse problems in a faster and robust way. Most of the metaheuristics algorithms are inspired 
by nature and are based on principles in biology (Differential Evolution, Evolution Strategy, 
Genetic Algorithm), maths (Base Optimization, Sine Cosine algorithm), physics (Threshold 
Accepting method, Microcanonical Annealing, Simulated Annealing), ethology (Ant Colony 
Optimization, Dragonfly algorithm, Particle Swarm Optimization) and social(Teaching learning 
based optimization).  

2. LITERATURE SURVEY 

  Fister et al. [3] proposed a classification of metaheuristics based on nature 
inspired and non-nature inspired. Swarm intelligence based, bioinspired  and physics/chemistry-
based  are nature inspired metaheuristics. Other algorithms were inspired by diversified 
characteristics and are non-nature inspired from different sources, such as social, emotional, etc. 
Different such classifications was proposed by Akyol and Alatas [4], Binitha and Sathya [5] -
introduced another bio-inspired classification of metaheuristics and Ruiz-Vanoye [6] introduced 
a new classification of metaheuristics algorithms based on animals groups: swarm, schools, 
flocks, and herds algorithms. Osman [7] classified metaheuristics into local search (repeatedly 
makes small changes to a solution), construction-based (builds solutions from their component 
parts by adding one part at a time to an incomplete solution), and population-based (combine 
solutions into new ones iteratively) metaheuristics.  

 Gendreau and Potvin [8] proposed a metaheuristic classification- trajectory-based 
metaheuristics and population-based metaheuristics. A trajectory-based algorithm initially starts 
with a single solution and during each iteration the current best solution is replaced by a new 
one. The population based algorithm begins with randomly generating a population of initial 
solutions. This population will be progressively enhanced through search iterations. Another 
metaheuristic phenomenon is inspired by music, such as Harmony Search algorithm[10]. 
Classifications of metaheuristic can also be based on single-solution based metaheuristic: S-
metaheuristic and population-based metaheuristic: P-metaheuristic. Examples of S-metaheuristic 
are Simulated Annealing, Guided Local Search, and Tabu Search. P-metaheuristic can be 
broadly classified into Swarm Intelligent and Evolutionary Computation.  

 Various forms of PSO have been proposed for network optimization. PSO converges 
faster than GA and is attracting attention as an excellent method[16]. Da Silva[17],in their study  
optimized the hyperparameters of CNN used to classify pulmonary nodule candidate images into 
nodule and non-nodule by using simple PSO. Wei-Chang[18] the weight of the artificial neural 
networks model has been optimized using a new method called improved Parameter-Free 
Simplified Swarm Optimization obtaining a better performance. The weight parameter is an 
important one for optimization. The linear decreasing inertia weight proposed in [19] is an 
excellent method for converging PSO efficiently and is used in many researches. 
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2.1 particle swarm optimization (PSO) 

 Reynolds formulated three distinct rules of flocking for a particle to follow: separation, 
alignment and cohesion. While the separation principle allows particles to move away from each 
other to avoid crowding, the alignment and cohesion principles necessitate directional updates to 
move towards the average heading and position of nearby flock members respectively. The 
inherent nonlinearity of the boids render chaotic behavior in the emergent group dynamics 
whereas the negative feedback introduced by the simple, low level rules effect in ordered 
behaviour. PSO is one of the heuristic algorithms proposed by James Kennedy and Russell 
Eberhart (1995). By incorporating local information exchange through nearest neighbor velocity 
matching, the flock or swarm prematurely converged in a unanimous fashion. Hence, a random 
perturbation or craziness was introduced in the velocities of the particles leading to sufficient 
variation and subsequent lifelike dynamics of the swarm. The PSO algorithm is given below: 

 

3. PROPOSED WORK 
 

 The KB dataset that contains images from twenty different poses of karate and 
bharathanatyam are taken for classification(Fig 1). The poses are from different parts of action 
sequence while doing kata and different parts of dance sequence for bharathanatyam.  There a 
total of 5441 images with approximately 250 images in each class. This is a twenty class 
classification problem. A standard CNN with six convolution layer and two fully connected layer 
is build. The network is an eight layer architecture and is shown in Fig 2. The baseline parameter 
and the optimized value using PSO are listed in Table 1. 
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Hyperparameter Baseline Optimization Value 

Number of Filters-C1 32 50-100 

Number of Filters-C2 64 50-100 

Number of Filters-C3 64 50-100 

Number of Filters-C4 128 100-200 

Number of Filters-C5 128 100-200 

Number of Filters-C6 256 100-200 

Number of Neurons-FC1 1000 500-700 

Number of Neurons-FC2 500 200-300 

Table 1: Optimized Values of Hyperparameters      

                                                                                                                                                                                                                            

 The parameters of PSO used for optimization are : the Swarm size is 50 and the 
maximum number of iterations is 10. The Cognitive parameter and Social parameter are both 
2.0, and the weight decreases linearly from 0.9 to 0.4. It ends when the maximum iteration is 
reached as an end condition. 

4. RESULTS AND DISCUSSIONS 

 The RGB images are resized to 300 x 300 and are taken for classification. The standard 
network uses a filter size of 3 x 3 for all the convolutional layers. The pooling size is 2 x 2. A 
batch size of 50 is used for training the data. Droput layers are added to prevent overfitting. The  
baseline CNN attains an accuracy of 73.39% after training it for nearly 50 epochs. In the 
proposed PSO-CNN model optimization is performed every 5 epochs. Based on the obtained 
parameters the learning is performed. An accuracy of 82.51% is obtained after 30 epochs. Table 
2 shows the performance measures of networks. 80% of data was utilized as the training set and 
10% for validating set. The remaining 10% was used as test sets. The learning rate can be varied 
between 0.2 and 0.9.  By increasing the learning rate, both the performance ratio and training 
time will increase.  Fig 3 shows the analysis of network performance. 

 
METHOD ACCURACY PRECISION RECALL F1-SCORE 

BaseLine CNN 73.39 76.71 73.65 74.81 

Proposed PSO-CNN 82.51 81.32 79.41 80.35 

Table 2 : Performance measures of Networks  
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Fig (3)  Analysis of Network Performance   

5. CONCLUSION 

 In this paper, we propose a optimized CNN with PSO for hyperparameter optimization. 
The KB dataset containing 20 classes are trained using a standard CNN as well as the optimized 
CNN with PSO. Instead of taking standard datasets for classification, naïve dataset that contains 
karate and bharathantyam poses are taken in this work. The accuracy of baseline CNN is  
73.39% compared with the optimized CNN which acquires an accuracy of 82.51 %. When 
looking at any epoch, it is found that the PSO-CNN achieves a higher accuracy than the baseline 
CNN. Also, the optimized CNN converges to higher accuracy at an early stage. The PSO-CNN 
that is proposed can find the optimal parameters and can obtain better results compared to the 
baseline CNN. 

REFERENCES 
[1] I. Boussaid, J. Lepagnot, and P. Siarry. A survey on optimization metaheuristics. Information Science, 237:82 – 
117, 2013. 

[2] K. S. Lee and Z. W. Geem. A new meta-heuristic algorithm for continuous engineering optimization: harmony 
search theory and practice. Comput. Methods Appl. Mech. Engrg, 194:3902–3933, 2005. 

[3] I. Fister Jr, X.-S. Yang, I. Fister, J. Brest, D. Fister, A brief review of nature-inspired algorithms for 
optimization, arXiv:1307.4186 

[4] S. Akyol, B. Alatas, Plant intelligence based metaheuristic optimization algorithms, Artificial Intelligence 
Review 47 ,2017. 

[5] S. Binitha, S.S. Sathya, et al., A survey of bio inspired optimization algorithms, International Journal of Soft 
Computing and Engineering ,2012. 

[6] J.A. Ruiz-Vanoye, O. Díaz-Parra, F. Cocón, A. Soto, M. De los Ángeles, B. Arias, G. Verduzco-Reyes, R. 
Alberto-Lira, Meta-heuristics algorithms based on the grouping of animals by social behavior for the traveling 
salesman problem, International Journal of Combinatorial Optimization Problems and Informatics ,2012. 

[7] I.H. Osman, Focused issue on applied meta-heuristics, 2003. 

68

70

72

74

76

78

80

82

84

ACCURACY PRECISION RECALL F1-SCORE

PERFORMANCE MEASURES 

BaseLine CNN

Proposed CNN-PSO

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 Vol.7, Issue.4, April 202122



[8] M. Gendreau, J.-Y. Potvin, Metaheuristics in combinatorial optimization, Annals of Operations Research, 2005.  

[9] L. M. R. Rere, M. I. Fanany, and A. M. Arymurthy. Metaheuristic algorithms for convolution neural network. 
Computational Intelligence and Neuroscience, 2016. 

[10] G. Rosa and et.al. Fine-tuning convolution neural networks using harmony search. Progress in Pattern 
Recognition, Image Analysis, Computer Vision, and Applications. 

[11] Xin-She Yang. Engineering Optimization: an introduction with metaheuristic application. John Wiley & Sons, 
Hoboken, New Jersey, 2010. 

[12] Y. Zhining and P. Yunming. The genetic convolutional neural network model based on random sample. 
Ijunesstt. 

[13] Vina Ayumi, L.M. Rasdi Rere, Mohamad Ivan Fanany, Aniati Murni Arymurthy, Optimization of 
Convolutional Neural Network using Microcanonical Annealing Algorithm, IEEE ICACSIS, 2016. 

[14] M. Pant, R. Thangaraj, A. Abraham, Particle swarm optimization: performance tuning and empirical analysis, 
Foundations of Computational Intelligence, 2009.  

[15] R. Agrawal, Implementation and performance analysis of particle swarm optimization algorithm using matlab, 
International Journal of Artificial Intelligence and Knowledge Discovery, 2012.  

[16] Sahu, S. K. Panigrahi, S. Pattnaik, Fast Convergence Particle Swarm Optimization for Functions Optimization, 
Procedia Technology, 319-324, 2012. 

[17] Giovanni Lucca França da Silva, Thales Levi Azevedo Valente, Aristófanes Corrêa Silva, Anselmo Cardoso de 
Paiva, Marcelo Gattass, Convolutional neural network-based PSO for lung nodule false positive reduction on CT 
images, Computer Methods and Programs in Biomedicine, 2018. 

[18] Wei-Chang Yeh, New Parameter-Free Simplified Swarm Optimization for Artificial Neural Network Training 
and Its Application in the Prediction of Time Series, IEEE transactions on neural networks and learning systems, 
VOL. 24, NO. 4, 2013. 

[19] Y.H. Shi, R.C. Eberhart, A modified particle swarm optimizer, in: IEEE International Conference on 
Evolutionary Computation, Anchorage Alaska, pp. 69–73, 1998. 

[20] S. Agarwal, A.P. Singh, N. Anand, Evaluation performance study of firefly algorithm, particle swarm 
optimization and artificial bee colony algorithm for non-linear mathematical optimization functions, in: 2013 Fourth 
International Conference on Computing, Communications and Networking Technologies (ICCCNT), IEEE, 2013, 
pp. 1–8. 

[21] Y. Zhang, S. Wang, G. Ji, A comprehensive survey on particle swarm optimization algorithm and its 
applications, Mathematical Problems in Engineering 2015, https://doi.org/10.1155/2015/931256. 

[22] L.N. De Castro, J. Timmis, Artificial Immune Systems: A New Computational Intelligence Approach, Springer 
Science & Business Media, 2002.  

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 Vol.7, Issue.4, April 202123


