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Abstract— In large data sets Hashing-based similarity search techniques is Popular. To 
find the neighbors, the neighborhood relationships between its sub-regions and the relative 
closeness to neighbors of each sub-region is represented by topology. However, most 
existing hashing methods preserve neighborhood relationships while ignoring the relative 
neighborhood. Most hashing methods preserve the neighborhood relationship while 
ignoring the relative neighbor. Good ranking is not provided by the most hashing method, 
where the same hamming distance is shared by a lot of results. In this paper, we proposed 
hashing method to solve these two issues. We present three different TPH methods namely 
linear unsupervised TPH; semi-supervised TPH and kernelized TPH. Particularly, our 
unsupervised TPH is capable of mining semantic relationship between unlabeled data 
without supervised information and ranking is done with EM ranking. Multiple - query 
information retrieval algorithm that combines Pareto front method (PFM) with efficient 
manifold ranking (EMR). 

Keywords: EMR, Pareto points, approximate nearest neighbor search, binary hashing, 
topology preserving hashing, EM ranking 
 

I. INTRODUCTION 
 
 Content-based image retrieval (CBIR) is popular for image retrieval [1]. In this paper, we 
proposed an algorithm for multiple query image retrieval uses topology preserving hashing 
(TPH) with EM ranking. The HOG method is used for finding the dissimilarity between the 
samples. The first step in our method is to rank the sample in the database based on the 
dissimilarity. It is computationally intensive to compute the dissimilarity of a query point in large 
databases, so we use TPH with EMR.  Next step is to use rank to create Pareto points, based on 
the dissimilarity between the sample and query. The Pareto front is computed. First, Pareto front 
is set of non-dominated points called as the skyline. Second is found by removing the first Pareto 
front. The middle of Pareto front is defined as the median of a set of points. 
 
High dimensional search is the problem in many CBIR systems and it is also used in many 
applications such as information retrieval, data mining, and computer vision. There is a most 
basic problem in nearest neighborhood search. It is difficult when the dataset contains the 
number of data points.  
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To solve this problem number of methods was developed such as KD- tree [2] and locality 
sensitive hashing [3]. For the Nearest neighbor search (ANN) the binary hashing method has 
become popular due to excellent search and storage 
 

 

 

 

 

Fig 1,2. (a)Data point p and its neighbor (b) Neighborhood relation is reserved but ranking is lost  
(c) Beside the neighborhood relation, ranking is also preserved. 

Binary hashing method maps the data y to a binary code H(y) and performs a bit-wise operation. 
The Dataset lies on the low dimensional manifold surrounded in high dimensional space [4]. For 
preserving the neighborhood relationship lot of method was developed. In this method hasa lot of 
neighborhood relation are taken into account with the learning process e.g. ranking is not. This 
method cannot preserve the data topology. 

  As shown in fig. 1(b), for a data point p and its neighbors q1, q2, q3,q4, the hamming 
embedding ’s{h_1 (q_i ) }_(i=1)^4 are still the neighbor of h1(p). The neighbor ranking is not 

taken, the ranking between neighbors of p is maintained. To maintain the topology of a data set, 
a known way is the original distance is maintained. In these methods for reconstruction of the 
distance between datapoints in the original data space, the hamming distance between the binary 
codes is used. The Hamming distance is discontinuous and surrounded by the code length, the 
original distance to Hamming distance mapping is many-to-one, which indicates then on-
optimality of there constructions. Another drawback of most hashing methods is an inadequacy 
inproviding a good ranking. As most hashing methods simply accept Hamming distance as 
similarity metric in a search process, there are a lot of results that share the same distance to a 
query image, e.g. kNN search, Weighted Hamming distance[5],[6]-[7] have been developed to 
solve this limitation. If the ranking in form at ion is encoded in the codes, this limitation can be 
better eased. 

In  this  paper,  we  propose  a  Topology   Preserving Hashing (TPH) [20]method to solve the 
above two problems. Topology Preserving Hashing is to not only keep the neighborhood 
relationships but also keep the neighborhood rankings.As shown in Fig.1(c) :TPH ensures that 
h2(q1) and h2(q2) are neighbors of h2 (p), and h2(q1) is still a nearer neighbor of h2(p) in 
Hamming space. The main donation of this paper is briefly outlined as follows: 
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 We proposed a novel hashing method to learn 

Hamming embedding’s a data set such that it not only the neighborhood relationship but also the 
neighborhood ranking of each data point is preserved. 

2. These mantic label information can be easily leveraged in the learning process of our method, 
extending it to a semi-supervised method to capture semantic neighbors. 

3.  Experimental results show the Excellences of our method as compared with other methods 
such as unsupervised and semi-supervised methods. The drawback of hashing method is a lack in 
proving the good ranking result. 

II. RELATED WORK 

 The large scale specific object image retrieval systems are to find images that contain the 
query object in the image database. For example media, production teams are interested in 
searching images or video footage to accompany news reports and newspaper articles from the 
database. Obtain multiple images of the queried object using Google image search. Show that 
multiple queries significantly improve the system to find challenging occurrences of the queried 
object. The aim is to retrieve all images containing a specific object in an image dataset. This is a 
problem that has seen much progress and success over the last decade, the starting point for the 
search has been a single query image of the specific object of interest. In this work two changes 
to the standard approach: first, starting point the object is text, as they are interested in probing 
data sets to find known objects; and second the dataset using multiple image queries and 
combine the results into a single ranked list. Addressing this problem has been one of the main 
research themes in specific object retrieval research with developments in feature encoding to 
alleviate vector quantization (VQ) losses, and in augmentation of the bag of visual word (BOW) 
representation to alleviate detector and descriptor drop out (as well as, again, VQ losses).All time 
the conversion of textual is not possible for all the images. 

Therefore, tree-based indexes are not desirable for high-dimensional search problems. Another 
kind of ANN search algorithm is based on the vector quantization, such as k-means LSH [ 8] and 
Product Quantization (AB) [9].In  AB,  by dividing each data  into several sub spaces and 
expressing data in terms of recurring parts, the representational capacity  of AB, grows  
aggressive in the number of  sub spaces. In these methods, each data point is represented by a 
feature vector and the search process is performed. As a result, the search process is time-
consuming. Recently, the hashing based method has been widely used for similarity search and 
similar applications as it allows the constant-time search. A lot of hashing methods have been 
proposed these can be divided into two main categories : data-independent methods [3], [10] and 
data-dependent methods. Theoretically, it is guaranteed that the original distances are 
asymptotically saved in the Hamming space within creasing code length; hence, LSH related 
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methods usually require long codes to achieve good accuracy. However, long codes result in the 
collision probability of similar points mapped to close codes decreases as the code length 
increases. As a result, the LSH- related methods usually construct multi-tables to ensure a 
reasonable probability that a query will collide with its near neighbors in atleast one table, which 
leads to long query time and increases the memory occupation. Recently, many data-dependent 

methods, which focus on learning hash functions from the data set, have been developed to learn 
more compact codes. 

The neighborhood relationships between sub-regions and the relative proximities between 
neighbors of each sub-region are both essential [11] for effective dimension reduction. Many 
hashing methods have been developed for neighborhood-preserving [4] or distance-preserving 
[12]. The former one sign or the neighborhood rankings, and latter to support and a manifold 
with rigid steel beam [11] while in many cases, the optimal embedding of a manifold needs some 
flexibility: somesub- regions should be locally stretched or shrunk to embed the min to alow-
dimensional space where the topology can be well preserved. Therefore, these hashing methods 
cannot preserve the data set topology well. 

In manifold learning area, it is true that a manifold can be entirely characterized by giving the 
relative or comparative proximities [11], e.g.a first region is close to a second one but far from a 
third one. Comparative in formation between distances, like in equalities or rankings, suffices to 
characterize a manifold for any embedding’s. Moreover, for many similarity search problems, 
the relative rankings of results are more important than their actual similarities to a query. Based 
on the above introduction, we can conclude that more effective Hamming embedding’s can be 
learned by incorporating the data set topology with the learning process. Further more, if the 
local topology is well preserved in Hamming space, the ambiguity caused by ranking with 
Hamming distance can be better all eviated. 

There is wide use of Pareto-optimality [1] in the machine learning community. Complex multi-
objective optimization problems are solved by this method, where finding the first Pareto front is 
challenging. Several efficient algorithms have been developed for finding the Skyline method. In 
our PFM algorithm, Efficient and fast Skyline algorithms or fast non-dominated sorting can be 
used to find each Pareto front. 

 III. PROPOSED METHOD    

A. Feature extraction:  

Texture feature- we will briefly describe the four methods used for texture feature extraction: 
(1) Gabor filters, (2) wavelet transform and (3) HOG based methods.  
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Gabor filter- A Gabor filters [13] bank is composed of a set of Gaussian filters that wrap the 
frequency domain with different radial frequencies and orientations. Gabor filter defines low 
dimensional features the total frequency is nf. Total orientation is no. 

 

The 2D Gabor wavelet is defined as follows: 

H =                                         (1) 

where uis the frequency of a sinusoidal wave, θ adjusts the orientation of the wave, σ is a 

standard deviation of Gaussian function in  x and y-direction and j=√(-1).The output of the 

Gabor filter can be given as a 2D convolution of the input images of I(x,y) and G (x,y) for 

particular u, θ and σ. For the purpose of simplicity, we assume that the Gaussian curve is 

symmetrical. Where, the filter bank was created with 6 orientations (0º, 30º, 60º, 90º, 120º and 

150º). 

Wavelet transform- This transform provides a robust method for texture analysis. The wavelet 

transform allows for the decomposition of signal using a series of elemental function called as 

wavelet and scaling, which are created by scaling and translation of a base function, known as 

the mother wavelet: 

ψ_(s,u)=1/√s ψ((x-u)/s)               (2) 

        S governs the scaling, u the translation. 

       Wavelet is applied as the high pass filter while scaling is equal to low pass filter. 

Histogram of oriented gradient-It[14] is widely used for face and human detection. For each 

pixel edge, gradients and orientations are calculated. The edge gradients and orientations are 

obtained by the Sobel filters. The gradient magnitude is m(x, y) and orientation is θ(x, y) are 

calculated using the x and y directional gradients of dx(x, y) and Dy(x, y) computed by Sobel 

filter as, 
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             (3) 

Θ(x, y) = 

 

   Dividing the local region into a small local area known as” cell”. Cell size is a 4x4 pixel. 8 bin 

gradient orientations are calculated. Where h (k) k=0 to 7. 
 

Color feature –We will briefly describe the two methods used for feature extraction: (1) auto-
correlogram, (2) color moment. It is used to describe the effectiveness and efficiency of the color 
feature. The Color is a widely used important feature for image representation. Color space; 
color quantification and similarity measurement are the key components of color feature 
extraction. 
 
   Auto-correlogram- This method [15] use the HSV to improve the performance. To find the 
spatial relation of the color, where [C] is the set of colors c1 c2…cn. [D] Is fixed distance 
ofd1d2…..dnwhich is measured using L2 norm.I(P) denote the color c, 

                (5) 

             (6) 

           The difference between the query Q and database B are measured using weighted 
Euclidean distance in a case of auto-correlogram. 

                               (7) 

              (8) 

Weighted matrix a, aij correspond to the similarity of color ci and cj, H (Q) the histogram of the 
image Q with the quantized set of color[C]. 
 
Color moment- color moment [16] is known by the mean, variance, standard deviation. 1st order 
and 2nd order is calculated 10x10 regions around the interest points for the RGB channel. 

 Mean=                 (9) 
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Variance=                                         (10) 

Standard deviation=               (11) 

Xij is the pixel value of ith row and jth column. 
 
B. Pareto points – Pareto optimality [1] is applied in many fields because it is a powerful 
concept. A more robust approach involves finding the Pareto optimal solution. A feasible 
solution  is Pareto optimal no other feasible solution ranks better in every objective. X strictly 
dominate Y for all I and  for some j.  is Pareto optimal if it is 
not strictly dominate. Set of the Pareto-optimal feasible solution is called as the first Pareto front. 
First, Pareto front consist of the set of the non- dominated points, called as the skyline [8-9]. 
First, Pareto front is denoted as F1.Second Pareto front is denoted as F2 is obtained by removing 
first Pareto front and for remaining data Pareto front is found 
 

   =  Pareto front of the set                                                                                         (12) 

1) Information retrieval using Pareto front method- data set Xm={X1…. XN} where query 
image is compared with the database image. When it is a multiple queries then issue each image 
and then combine their results into one partially ordered list.  Denotes T-tuple of queries 
by {q1, q2…. qn} and dissimilarity points query q and i & jth terms in the database.  Each Pareto 
points pj corresponding to a sample xj from the database xm.  Denote all Pareto points by p. 
Where the Pareto points pi dominates another point’s pj if d where pi dominate pj, xi is 
closer to every queryxj. Idea is to return the samples to which Pareto front it lies. Return f1, then 
f2 and so on until the sufficient images are retrieved. 
 
C. EMR-EMR problem shown in[17].  Be the finite set of points 

be matrix on X, such as Euclidean distance. Vector Y= {Y1, Y2…Yn} where yi=1 
for xi is the query and yi=0 otherwise. 

Let  denotes the ranking. Based on the distance the image is ranked. Based on the 
distance the image is ranked. Where query image is ranked as 1 all other image are given small 
ranks. The Graph is constructed on X, first find the distance between the samples in the ascending 
order, add edges between the points according to order until connected graph G is constructed. 
Edge weight xi andxj on the graph is denoted by if not, set 
wi j = 0, and set .The manifold ranking method, cost function is denoted by, 

O(r) = +          (13)  

Where D is the diagonal matrix  
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And . Cost function has two terms; the 1st term is the smoothness term. 2nd 
term is regularization terms.  
The 1st term forces the nearby points have the similar ranking. The Second term forces the query 
to have rank close to 1 while the other samples are close to 0 as possible. 

The iterative approach is suited. The direct approach requires NxN matrix and iterative requires 
NxN memory. 
              
 The final ranking function r can be directly computed by  
 

 = H) y        (14) 

Where  and D is a diagonal matrix with  =  this method requires 

inverting only a d × d matrix. The complexity of computing the ranking functions with the EMR 
algorithm is . 
 

D. Topology preserving hashing- We begin with the definition of local topology preserving 
[18]: For datapoints x1,x2,x3,x4 and their embedding’s . The embedding 

 is called local topology preserving following condition: 
If then d and  is distance matrix in original and 
embedded data space. 

 

 

 

 

 

 

 

 

Fig 3. Topology preserving hashing method  
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1)   Neighborhood ranking preserving [19]: 

We define new “neighbor” set as the topo-neighbor 

Set and denote it by , we add several data points which are not neighbor to the original 
data points. 

Where the  to denote  and  to denote , 

Where R(y) becomes, 

            (15) 

We define neighborhood distance difference matrix . 

Where hamming distance can be expressed as, 

=                (16) 

Where R(y) can be rewritten as, 

 

                 (17) 

            =                      (18) 

Equation (18) can be expressed in a compact matrix for by showing a weight matrix . 
Calculate  for  

             (19) 

After removing the constant coefficient (18) can represent as, 

              (20) 

Where  is called as the rank- weighting matrix. We call rank weight where it indicates the 
relative ranking between the neighbors of data point’s xi.   
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Fig 4. Neighborhood ranking preserving 

2) Neighborhood relation preserving: R(y) is to preserve the neighborhood ranking for each 
data points.Where wij is the similarity between xi, xj in the original database 

= Where  is the pairwise distance.  

                  (21) 
 
Linear hashing functions: Optimal hamming embedding Y that preserves the original 
neighborhood topology. Where y cannot be generalized to a new data directly. Where encoding 
process can be expressed as  
 

               (22) 
 

  
IV. EXPERIMENTAL RESULTS 

 
 

 
(a)                (b) 
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(c)               (d) 

 
 

(e)               (f) 

 
(g)                     (h) 

 
(i)                  (j) 
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(k)                        (l) 

Fig 5. Query 1 (a) vertical gradient (b) horizontal gradient(C) combined gradient (d) HOG points 
(e) color correlogram (f)-(k) orientation (l) wavelet level. 

 

 
(a)                                (b) 

 
(b)                                 (d) 

 
(e)                                 (f) 

43



ISSN (ONLINE): 2395-695X  
ISSN (PRINT): 2395-695X 

 International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)    
Vol. 2, Issue 8, August 2016 

 

T. Noorul Binoona et al  ©IJARBEST PUBLICATIONS 

 

 
(g)                               (h) 

 
(i)                            (j) 

 
(k)                               (l) 

Fig 6. Query 2 (a) vertical gradient (b) horizontal gradient(C) combined gradient (d) HOG points 
(e) color correlogram (f)-(k) orientation (l) wavelet level. 
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Fig 7 Output image 

 

 
Fig 8 topology preserving hashing function 

 

 
Fig 9 precision and recall analysis 
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  Fig 9 gives the precision recall curve. The map values of all method of different code length it 
is easy to find out that the TPH outcome and the other state of art binary hashing methods. 
 

IV. CONCLUSION 

 We have presented the algorithm for the CBIR. Our aim is to find the related image to the 
given queries. EMR is used for ranking which is a very fast method. To add advantage the Pareto 
front method and TPH is used. The Theoretical result on asymptotic non-convexity of Pareto 
fronts proves that Pareto front is better than the linear ranking method. To obtain meaningful 
neighbor many hashing method was developed to preserve the neighbor relation but ignore the 
neighbor ranking. In this paper we have shown that the ranking is more important than 
neighborhood relation for learning the hashing. In proposed method Topology preserving 
hashing used the neighborhood relationship between the data points, but also the neighborhood 
rankings.  
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