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Abstract: 

Many complex systems such as biological 

and social systems can be modelled as 

graph structure like Protein -Protein 

interaction Network, Social Network, 

Gene-Gene Interaction Network. In most 

of the above network the basic issue is to 

find the influential node. Centrality 

Measures are an important analysis 

mechanism to explore influential element 

of complex networks. For this reason, 

many research work have been done on 

centrality measures and vast number of 

Centrality Measures have been proposed 

over years. Identifying the influential node 

is an important task in finding the 

overlapping community structure. The 

selection of a appropriate set of centrality 

measures is vital to gather important 

functional properties of a network. 

Centrality measures has its own  

application in several field.. In this survey 

paper, we investigate ten centrality 

measures and its suitability for 

applications.  

 

Keywords: Complex Networks, Centrality 

Measures, Community Detection 

1. Introduction 

Community Detection is one of the most 

popular research topics in network science. 

Communities or clusters  refer to that, the 

nodes in the same community have dense 

connections and have sparse connections 

between communities[1,2]. Community 

Detection has its application in the field of 

the biological network such as protein-

protein interaction network, [3,4] residue 

interaction [5] , and gene-gene interactions 

networks[6]. 

Complex network models are everywhere 

in the field of Computer Science. Several 

Complex systems are modelled as graph 

structure which helps the study of complex 

system much easier.[1,7,8,9] This 

motivates the development and application  

of several metrics for their analysis, 

understanding and improvement. Once 

such analysis and understanding method is 

community Detection. Most of these 

analysis are based on identifying , 

evaluating and ranking the influential or 

vital node based on their power, influence 

and relevance. This class of metric 

captures idea of centrality which is used in 

many applications.  

On a given network , the centrality is a 

quantitative measures that uncover the 
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vital node in a network. The node is 

influential if it is more centred. Centrality 

measure  is formally defined as real valued 

function on the nodes of the graph. But in 

real world examples the interpretation of 

‘centrality’ is heavily dependent on the 

context. 

 

Most of the metric algorithms are 

polynomial in time, when applied to real 

world network becomes difficult because 

of the huge size and complexity. Hence 

selecting the right centrality measure for 

the application is itself needed a study. 

This paper is structured as follows In Sect. 

1,.Given the introduction on community 

detection and the importance of centrality 

measure in community detection algorithm 

for complex networks.  In Sect. 2. We 

describe the application of centrality 

measure in various networks. In Sect. 

3.We have given ten centrality measures 

with its category, applications and its 

limitations. In Sect. 4,Finally we have 

concluded the importance of centrality 

measure and how the selection of 

centrality measure influence the 

community detection algorithm. 

 

2.Applications of Centrality Measure 

As mentioned early, elements of network 

can be evaluated and ranked using 

centrality measures. This priority ranking 

is based on the structural features of 

studied network. For example to find 

opinion leaders in social network, to 

discover communities in networks [10] , to 

estimate network traffic and congestion 

[11] , in bioinformatics .The following are 

some of the applications where centrality 

measures play a major role. 1.To identify 

influential users in social network which in 

turn used for online virtual Marketing. 

2.predicting essential proteins [4] 

3.Detecting financial risks[12]. 

4.Predicting career movement[13]. 

6.predicting failure with developer 

networks. 

3.Categories of Centrality Measures: 

Each centrality measure is attempting to 

capture some intuition or some set of 

intuitions , so it's clear that each will be of 

limited use to address scientific questions 

where some other intuitions is needed. The 

choice of suitable set of centrality 

measures is crucial for inferring functional 

properties of a network. The categories is 

based on what it implies for an network 

element to be "influential " to the given 

network. The definition of centrality 

changes as per the network and its 

application . Koschutzki et al. (2005) 

attempted a classification of centrality 

measures based on Geo, information flow 

,Vitality Measures, Random Walk, 

Feedback centralities[15]. Freeman (1979) 

reviewed a number of published measures 

and reduced them to three basic 

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 47 Vol.1, Issue.6, September 2015



classifications.These were degree, 

closeness and betweenness[16]. 

3.1Degree Centrality 

An important node is involved in large 

number of interactions. Degree Centrality 

is the simplest which is defined as the 

number of links incident upon a node. The 

degree can be interpreted in terms of the 

immediate risk of node for catching 

whatever is flowing through the network. 

It is used to infer  how this node is used to 

give information to other node(In-Degree) 

and how this node depends on other node 

to get some information.(Out-Degree)[21]. 

Mathematically defined as for a given 

graph G=(V,E) with |V| vertices and |E| 

edges is defined as   

Cd=deg(V).    

 (1) 

Degree centrality  is simple to compute.It's 

purely local and not able to compare 

centrality between nodes with same 

degree. Degree centrality does not consider 

global structure. 

 

Fig. (1). American College Football 

Network with color indicates the node with 

high degree centrality measure. 

 

3.2 Closeness Centrality 

An important node is typically “close” to, 

and can communicate quickly with, the 

other 

nodes in the network. It is calculated as the 

reciprocal of the sum of the length of the 

shortest path between the node and all 

other nodes in the graph[14,16].More 

central the node is the closer it is to all 

other nodes. Nodes with smallest closeness 

centrality has the best vision of 

information flow. This centrality infers 

how this node gets information faster to 

other node in the network. Mathematically 

defined by 

Cc(x)=
𝑁∑ 𝑑(𝑦,𝑥)𝑦     

 (2) 

It indicates nodes as more central if they 

are closer to most of the nodes in the 

graph. It works good for dense connected 

graph. It can be applied to estimate level of 

efficiency and convenience, to capture 

how importance nodes for a given 

network. Nodes with smallest closeness 

centrality has best vision of information 

flow. Limitations Of Closeness Centrality 

is that numerical values is very small if the 

network is disconnected, all nodes have 

centrality zero. This measure is used to 

find service facility location of a network. 

Limitations is that this measure cannot be 

used if the network has disconnected 

components. 
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Fig. (2). American College Football 

Network with color indicates the node with 

high Closeness centrality measure. 

 

3.3Eccentricity Centrality:  

Eccentricity centrality is related to 

Closeness Centrality. 

The diameter of a graph G is the maximum 

eccentric of a node that is the maximum 

distance between two nodes of G. The 

radius of Graph G is minimum eccentric of 

graph G. The eccentricity is the inverse of 

maximum geodesic distance between a 

vertex and any vertex of the network. 

[17]. A node is central if e(V)=r(G) and 

the centre of the G is the set of all central 

nodes. Eccentricity Centrality of vertex v i  

is 

Ce(Vi)=
1𝑚𝑎𝑥{𝑑𝑖𝑠(𝑣𝑖,𝑣𝑗):𝑗∈𝑉}   (3) 

When it comes to distance-based measures 

eccentric is better than closeness. This 

measure is used to find the node that 

spreads the information fast. This is a 

global measure that considers the whole 

network. Limitations is that Eccentricity 

considers only maximum distance. 

 

Fig. (1). American College Football 

Network with color indicates the node with 

high Eccentricity centrality measure. 

 

3.4 Betweenness Centrality: 

An important node will lie on a high 

proportion of paths between other nodes in 

the network. Betweenness Centrality is 

calculated as ratio of shortest path in 

which a node lies and the total number of 

shortest paths in a graph [18]. 

Mathematically defined as 

Cb(v)=∑ 𝑃𝑠𝑣𝑡𝑃𝑠𝑡𝑠≠𝑡≠𝑣∈𝑉    (3) 

Psvt=number of shortest paths in which 

node v lies from s to t. 

Pst=number of shortest paths in a graph 

from s to t. 

This centrality is used to identify the node 

that has control over the flow of network. 

The node with the largest betweeness 

centrality has the strongest control over the 

information flow. Suitable for the network 

where flow of information is important. 

Betweenness is conventionally thought to 
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measure the volume of traffic moving from 

each node to every other node that would 

pass through a given node (Borgatti, 

1995). Limitations is that the computation 

cost is very expensive and is not suitable 

for the very large network. 

 

Fig. (4). American College Football 

Network with color indicates the node with 

high Betweenness centrality measure. 

 

3.5 Eigen Vector Centrality:  

The main principle of Eigen Vector 

centrality is that links from important 

nodes (as measured by degree centrality) 

are worth more than links from 

unimportant nodes. All nodes start off 

equal, but as the computation progresses, 

nodes with more edges start gaining 

importance. Their importance propagates 

out to the nodes to which they are 

connected. After re-computing many 

times, the values stabilize, resulting in the 

final values for eigenvector centrality [19-

21]. 

An important node is connected to 

important neighbours. If a node has high 

degree then the node will have high Eigen 

Vector Centrality. Eigen vector centrality 

tries to generalize degree centrality by 

adding in the importance of neighbours. 

Eigen vector Centrality of node x is 

Mathematically defined as 

Ceig(v)=
1


 ∑ Ceig(y)y→v    (5) 

Where Ceig converges to the dominant 

eigenvector of adjacency matrix A.  

converges to the dominant Eigen value of 

adjacency matrix A. This centrality infers 

how well this node is connected to all 

other well-connected nodes. Eigen Vector 

Centrality works well for strongly 

connected network. 

Subject to the network topology, most of 

the weights of the eigenvector focus in a 

few nodes, like hubs. Most of the nodes in 

this case will present centrality close to 

zero and, hence the importance of nodes is 

not well quantified. 

 

Fig. (5). American College Football 

Network with color indicates the node with 

high Eigen Vector centrality measure. 

 

 

 

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN (ONLINE):2456-5717 50 Vol.1, Issue.6, September 2015



3.6 Katz's Centrality: 

Katz centrality generalizes the concept of 

Eigen Vector Centrality to directed 

networks that are not strongly connected.  

 Katz centrality computes the 

centrality for a node based on the 

centrality of its neighbours. It is a 

generalization of the eigenvector 

centrality[22].The Katz centrality for 

node i  is Mathematically defined as 

Ck(v)=α ∑ Aijxjj  +  β ,  (6) 

where A is the adjacency matrix of the 

graph G with Eigen Values 𝜆 .The 

parameter β controls the initial centrality 

and  𝛼 < 1𝜆𝑀𝐴𝑋.Katz centrality computes 

the relative influence of a node within a 

network by measuring the number of the 

immediate neighbours (first degree nodes) 

and also all other nodes in the network that 

connect to the node under consideration 

through these immediate neighbours. Extra 

weight can be provided to immediate 

neighbours through the 

parameter β.Connections made with 

distant neighbours are, however, penalized 

by an attenuation factor 𝛼 which should be 

strictly less than the inverse largest 

eigenvalue of the adjacency matrix in 

order for the Katz centrality to be 

computed correctly. 

One possible problem with Katz centrality 

is that a vertex v with high centrality and 

high out-degree will cause a large number 

of vertices to have high centrality as well. 

It is less desirable since  not everyone 

known by a well known person is well 

known. Here in Katz centrality high 

centrality node pointing to large number of 

vertices gives all high centrality which is a 

drawback. 

 

Fig. (6). American College Football 

Network with color indicates the node with 

high Katz centrality measure. 

 

3.7. Leverage Centrality: 

 

Joyce et al. introduce the concept of 

Leverage centrality measure to find highly 

essential vertices in the brain network. 

Leverage centrality considers the extents 

of connectivity of a vertex in relation to 

the connectivity's of its neighbours. This 

measure determines the extent to which the 

neighbours of a vertex rely on that vertex 

to access the network resources. By 

considering neighbours degrees, Leverage 

centrality gives different information about 

connectivity of a vertex in contrast with 

simple Degree centrality[23]. In fact, a 

vertex with high Degree centrality has not 
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high Leverage centrality if its neighbours 

have also high degrees. 

Leverage centrality is a measure of the 

relationship between the degree of a given 

vertex kiand the degree of each of its 

neighbours kj  averaged over all 

neighbours  Ni   Leverage centrality for 

each vertex vi in an undirected graph G(V, 

E) is Mathematically defined as  

L(vi)= 
1ki ∑ ki−kjki+kjNi    

 (7) 

 

Fig. (9). American College Football 

Network with color indicates  the node 

with high Leverage centrality measure 

 

 

 

3.8. Information Centrality: 

The Information Centrality is sensitive to 

how much an individual is close to the 

others and also to how much he stands 

between the others. The measure is based 

on the concept of efficient propagation of 

information over the network (Latora and 

Marchiori, 2001). The information 

centrality of an individual is defined as the 

relative drop in the network efficiency 

caused by the removal of the individual 

from the network. That is how the 

communication over the network is 

affected by the deactivation of the 

individual[24,25].The efficiency  ∈ijin the 

communication between two points i and j 

is equal to the inverse of the shortest path 

length dij . The efficiency of G is the 

average of ∈ij . 
To estimate information centrality,  first 

define the matrix      𝐶 = (𝐿 + 𝐽)−1, where L 

is the Laplacian of A and J is a N × N 

matrix with all elements equal to one. 

Information centrality is then defined as 

IC(vi)=(Cii + ∑ Cjj−2∗∑ C ij jj N )−1
 

  (8) 

This centrality is used when information 

flows along  the network is considered. 

 

 

Fig. (8). American College Football 

Network with color indicates  the node 

with information centrality measure. 

 

3.9.Subgraph Centrality: 

The subgraph centrality of the vertex i is 

defined as the “sum” of closed walks of 
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different lengths in the network starting 

and ending at vertex i . As this sum 

includes both trivial and nontrivial closed 

walks it is to consider all subgraphs, i.e., 

acyclic and cyclic, respectively. The 

contribution of these closed walks 

decreases as the length of the walks 

increases[26]. 

A is the adjacency matrix of a network, the 

numbers of closed walks of length k are 

the diagonal entries of the matrix Ak , and 

the subgraph centrality of a node vi is 

defined as 

CS(vi)=∑ (Ak)iik!k≥0    

 (9) 

 

Fig. (9). American College Football 

Network with color indicates  the node 

with high subgraph centrality measure. 

 

3.10.Page Rank centrality: 

A node is important if it linked from other 

important  nodes or if it is highly linked. 

PageRank is an algorithm that measures 

the transitive influence or connectivity of 

nodes[27,28]. Page Rank is the 

Mathematically defined as  

Ck(v)=α ∑ Aij xjkjoutj  +  β  

  (10) 

One limitation of the PageRank measure 

lies in the definition of connections among 

all pair of nodes. PageRank fails to 

calculate the importance of the node , that 

is it favors old page. 

 

Fig. (1). American College Football 

Network with color indicates  the node 

with Page Rank  centrality measure. 

4.Conclusions: 

We have explored and compared different 

centrality measures. We visually 

exemplified more influential  vertices for 

each centrality measures with a American 

College Football Network. We also briefly 

discussed the suitability, applications  and 

limitations of  the centrality measures. The 

survey concludes that different measures 

by using different beliefs and guidelines 

categorized different vertices as central 

and important. Each centrality measure has  

its unique property and hence to make 

difference and apply them in proper area is 

still an open issue.  
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