
 

Comparison of different supervised neural 

network architectures in detecting motion 

corrupted Photoplethysmogram signal

 

Purbadri Ghosal* 

EEE Department  

Pondicherry Engineering College, 

Puducherry, India, 

purbadrighosal@gmail.com 

S. Himavathi 

EEE Department  

Pondicherry Engineering College, 

Puducherry, India, 

himavathi@ptuniv.edu.in 

 

E. Srinivasan 

ECE Department  

Pondicherry Engineering College, 

Puducherry, India, 

esrinivasan@pec.edu

Abstract—Finger pulse signal, popularly known as 

Photoplethysmogram (PPG), can provide important 

information on circulatory functions in the human 

body. PPG signal is prone to motion artifact (MA) due 

to peripheral body movement. Hence pre-processing is 

an essential prerequisite before its accurate analysis. 

Pre-processing becomes difficult when only the 

corrupted PPG signal is available without any 

accelerometer reading. This paper aims to address this 

issue using intelligent techniques. Several supervised 

neural network (NN) architectures are designed and 

trained to identify clean and corrupted beats without 

needing a separate reference noise signal. A number of 

clinical features are derived from the beats. The 

unlabelled clinical feature data obtained is segregated 

into clean and noisy beats based on statistical analysis 

and is labeled accordingly for training and testing the 

NN architectures. The NNs are trained to identify clean 

and corrupted beats. The algorithms were validated 

with two standard open-source databases. The 

comparison of the networks is based on the accuracy of 

MA detection on the test dataset and the total 

computation time. The Convolution Neural Network 

performs well in terms of accuracy but requires higher 

computation time. The results obtained are promising 

and can aid the development and design of convenient 

wearable devices to monitor cardiovascular parameters 

in any environment. 

Keywords— Neural Networks; Biomedical signal 

processing; Peak detection; Motion artefact; 

Photoplethysmogram 

I. INTRODUCTION 

In recent times increasing health care awareness and 

rising healthcare costs have accelerated research in 

wearable vital parameter monitoring. Of different 

other vitalities, continuous heart rate monitoring is an 

important one that needs to be assessed in our day-to-

day life. Huge literature can be found with ECG 

signals for determining the heart rate. But for 

ambulatory monitoring, acquiring ECG signal is 

challenging owing to the complexities involved with 

the electrodes. Hence PPG signal is used in these 

wearable devices e.g. Fitbit Charge [1], Samsung 

Simband, Apple Watch [3] etc. The popularity of the 

PPG sensor is mainly due to its low cost, non-

invasiveness and measurement sites which are 

generally the peripheral parts of the body where 

signal collection becomes very easy while doing day 

to day activities. [2] emphasized that Security is an 

important issue in current and next-generation 

networks. Blockchain will be an appropriate 

technology for securely sharing information in next-

generation networks. Digital images are the prime 

medium attacked by cyber attackers. 

A PPG is a light sensor that measures the intensity of 

light reflected or transmitted through the skin caused 

by changes in arterial blood volume. Some critical 

factors on which the amplitude of the PPG signal 

depends are the amount of blood rushing into the 

peripheral vascular bed, skin pigmentation, ambient 

light, and the wavelength used to illuminate the blood 

[4]. However, with so many advantages comes a 

challenge of motion artefact contamination which 

disturbs the original morphology of the signal and 

leads to erroneous measurements of the vitalities [5]. 

Hence to increase the robustness of PPG-based vital 

parameter calculation, algorithms for removing 

motion artefact assumes importance.                 

Different techniques for motion artefact reduction in 

time domain is implemented using adaptive filtering 

methods. Some other techniques utilized the 

frequency domain of the signal viz., wavelet 

transformation techniques, IMAT [7], SpaMa [8], 

WFPV, and MC-SMD. Some other popular methods 

implemented for pre-processing PPG signals are 

Independent Component Analysis (ICA) [11], 

Window’s adaptive noise cancellation (ANC) [12], 

cycle by cycle Fourier series analysis (CFSA) 

technique [13], Principal Component Analysis (PCA) 

[14], Empirical Mode Decomposition (EMD) [15], 

Wiener filtering [16] etc. However, most of these 

works require at least the availability of 

accelerometer data or consecutive ECG signal data. 

The major challenge of artefact removal occurs when 

the corrupted PPG signal alone is available. Also 

there is no labelled dataset available to train any 

intelligent techniques to distinguish between clean 
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and corrupted beats. This work attempts to address 

this complex problem with the use of artificial neural 

networks. The use of artificial intelligence in bio 

signal analysis is a topic of interest for many 

researchers. Various neural network architectures 

were used in recent times for cardiac signal 

processing. Deep Convolutional Networks was 

designed for atrial fibrillation detection from ECG 

signal [17], a multi-layer perceptron (MLP) network 

was optimized for mental stress assessment from PPG 

Signal [18], Support Vector Machines were used for 

classification of ECG Data with missing values [19], 

artificial neural networks were designed to detect 

anomalies present in ECG signals [20] etc. This paper 

proposes the use of intelligent networks to identify 

corrupted beats using standalone PPG data. No 

additional data viz., accelerometer data or ECG data 

is assumed to be known. Different statistical analysis 

were performed to differentiate between corrupted 

and normal beats for training the networks. Various 

learning neural networks with varied activation 

functions are designed for predicting a motion 

artefact corrupted beat. The performances of the 

networks designed are compared in terms of 

accuracy, mean square error and time period of 

execution. 

The paper is organized as follows. Section 2 outlines 

the various steps involved in pre-processing, 

identification of clean and corrupted beats, feature 

extraction, creation of the datasets needed for training 

and testing. Section 3 details the databases used, 

digital filtering done on the raw data, computation of 

statistical parameters for labelling each beat as clean 

or corrupted and extraction of features needed for 

training. Section 4 presents the various neural 

architectures designed and compares the performance 

of the networks in terms of accuracy and 

computational speed. Section 5 draws the major 

conclusions and contributions of the work carried out. 

II. METHODOLOGY 

 

The steps adopted to obtain a data set segregating 

clean and corrupted beats of the input PPG signal is 

discussed in this section. The raw PPG signal is 

extracted from two standard databases which contain 

motion artefact contaminated data. A bandpass digital 

filter is designed to eliminate frequency components 

outside the area of interest. The output of the bandpass 

filter is used to identify the peak and foot of the beats. 

The extracted beats are normalized and using 

correlation coefficient classified as clean or corrupted 

beats. Finally, various neural network architectures are 

designed using the same training and testing data sets.  

The networks were compared based on accuracy and 

the total execution time for the network. The 

workflow diagram is given in Figure.1. 

 

 

 

 

 

A. Data Collection 

Two publicly available datasets are being used in this 

work. One is the IEEE Signal Processing Cup 2015 

[21]. This dataset is divided into two parts: a training 

dataset and a test dataset. The other data set is the 

published ‘Heart rate estimation during physical 

exercises’ [22] dataset herein referred to as the 

PPG_Motion dataset.  

The IEEE training and testing dataset were recorded 

with a wrist-worn device, which included a PPG 

sensor (two-channel) with LED having a wavelength 

of 515 nm and a three-axis accelerometer. It also has 

the record of ECG signal obtained simultaneously, 

providing the heart rate ground truth. The data from 

12 different people with 18-35 age group were 

recorded while running on a treadmill at varying 

speeds with a sampling rate of 125 Hz. The 

IEEE_Test dataset contains the record of 8 different 

subjects of age group 19–58 years, followed the same 

hardware setup. However, the data collection protocol 

for the 

IEEE_Test 

dataset consists 

of 10 sessions. In the first 4 sessions, various arm 

exercises and the last 6 sessions, intensive arm 

movements were performed by the subjects.  

PPG_Motion dataset was also recorded with a wrist-

worn device, including PPG and an ECG sensor. It 

contains data recorded from 8 subjects aged 22–32 

years. They were made to perform outdoor physical 

activities such as walking, running, biking by 

simulating the same speed of those activities on the 

treadmill and exercise bike.  

 

B. Digital Filtering 

A 2nd order bandpass filter with a passband frequency 

of 0.4Hz to 5Hz is designed as the first stage of pre-

processing the raw signal. The frequency band 

remains the main band of interest for heart rate. Not 

much of a difference is being noticed pre and post-

filtering as the motion artefact is not only in the 

Figure. 1 Work flow diagram 
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filtered frequency range. The frequency of the PPG 

signal is s 0.5 to 5 Hz, while for motion artefacts it is 

0.01 to10 Hz [23]. Fig. 2 shows the frequency 

response of the filter. Fig.3 shows the PPG signal 

before and after filtering. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

C. Peak Foot Detection Algorithm 

In the current work, the quality of every individual 

beat is examined to identify the presence of motion 

artefacts if any. Hence for separating each beat from a 

continuous signal, the systolic peaks and foot are 

detected first. [9] discussed about detection of 

leukaemia using a small picture handling method that 

distinguishes between red blood cells and young 

white cells. Visual examination of minuscule photos 

by looking at alterations such as surface, calculation, 

shading, and measurable research of photographs is 

now the only recognisable proof of blood trouble..  

 

D. Beatwise segmentation 

For beatwise feature calculation, a n x m 

dimension matrix was constructed with each PPG 

beat, where n is the number of PPG beats in the signal 

and m is the length of the beats after necessary zero 

padding. All the beats are aligned to a common point 

of reference, the systolic peak where the signal-to-

noise ratio (SNR) is maximum. The part of signal 

between two foots is considered as a beat. After 

extraction, the kth beat vector may be represented as:  

Bk = [bk1 bk2…..bkm]T
                               (1)  

Where, bkj represents jth
 sample of kth

 beat of length m. 

Zero padding was done at both ends of the systolic 

peak, wherever necessary, to make the length of the 

beats equal. The final beat matrix B can be 

represented as:               
                                    

 

   

            (2) 

 

E. Clean and Corrupted Beat File Creation Using 

Statistical Parameters 

 

Statistical parameters quantitatively summarize a 

large dataset and help us create a scope for efficient 

categorization within the dataset. Such parameters 

used in previous literatures and the current work are 

listed below: 
 

 

 

 

a) Detecting Bad segment using sliding RMS 

window: 

 

RMS is the root-mean-square value of a signal. If the 

signal amplitudes vary greatly due to noises present, 

the RMS value is also going to vary along with it. 

[10] discussed that Liver tumor division in restorative 

pictures has been generally considered as of late, of 

which the Level set models show an uncommon 

potential with the advantage of overall optima and 

functional effectiveness. RMS is calculated from each 

window by the following formulae: 

 

 

 (3) 

 
 

Where, N is the length of each window, x (n) are the 

amplitudes of the samples present inside the window. 

Fig. 4 shows the portion detected as noisy samples 

and the portion detected as clean samples after sliding 

window based RMS analysis. The signal is then given 

for extraction and storing beat matrix B (from section 

3.3).  However the noisy beats are marked noisy and 

the clean beats are marked clean in a separate target 

vector file based on the RMS analysis at this stage. 

 

b) Correlation Coefficient:  

 

The correlation coefficient value of consecutive beats 

can give an idea about the extent of corruptness in the 

beats. In a resting PPG signal without motion artefact, 

there is not much variation between consecutive 

beats, which makes the beats morphologically look 

nearly identical  with each other. Hence the COF 

array formed with no motion artefact present will 

have values close to 1.  

The more a signal is contaminated with motion 

artefact, the less will be the correlation between 

consecutive beats. Correlation coefficients>0.8 are 

used to select clean beats for training.  Further 

skewness and kurtosis are also calculated following 

the protocol described in [26]. Correlation coefficient 

<0.3 signifies consecutive beats are highly different 

from each other. Those beats were used for training 

as noisy beats.  

Figure. 2 Frequency response of the filter 

Figure. 3 PPG signal before and after digital 

filtering 
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The COF between each column of the B matrix, 

which represents the consecutive beats of the dataset, 

is calculated by the formula:     

 (4) 

 

Where, M is the total number of samples in two 

consecutive beats here represented as a and b, μa and 

μb are the respective means of the beats and σa and σb 

are the respective standard deviation of the beats. The 

consecutive beats COF are stored in an array of 

dimension 1xN, where N is the number of beats-1. 

This  

 

array is further utilized in updating the target vector 

file for training the network. 

 

b) Skewness and Kurtosis:  

 

This parameter give information on the shape of the 

data distribution around a central tendency. From the 

matrix B the skewness, and kurtosis are calculated 

using Eqs. 5 and 6, respectively,  

 

 (5) 

 

 

 (6) 

 

 

 

 

Where  is the mean value of each column of matrix 

B. Without the presence of motion artefact, the 

kurtosis, skewness for each cycle is almost equal 

[27]. These values are then calculated and set as 

thresholds for the comparison algorithm. If there is 

movement, the amplitude of the PPG signal changes 

greatly, and consequently, the statistical parameters 

vary, and the beat is marked as corrupt. 

 

Fig. 5a shows Fig 5b shows the portion of PPG data 

labelled as the clean part in the target vector and the 

portion of PPG data affected with motion artefact 

labelled as the noisy part in the target vector 

separated after the statistical analysis. 

 

F. Feature Calculation: 

Based on the fiducial points as shown in Fig. 6, useful 

clinical features were extracted to form a beat wise 

feature set matrix which would be the input to the 

neural network. The relationship between PPG 

features and clinical cardiovascular parameters were 

earlier studied in [28]. The features extracted are:  

Feature 1: Systolic Amplitude (A): It is the amplitude 

of the systolic peak which is used for finding the 

stroke volume and also gives an idea about the health 

of blood vessels;  

Feature 2: Pulse Width (C): It is the width of the beat 

measured at half systolic amplitude. Pulse Width is 

used for determining systemic vascular resistance.  

Feature 3: Systolic Peak to Systolic Peak distance 

(B): It is the distance between two consecutive 

systolic peaks. It correlates closely with the R-R 

interval of ECG, which can be used for finding heart 

rate.  

Feature 4: Pulse Interval (D): It is the distance 

between the two feet of a beat. The ratio of PI with 

systolic amplitude gives a clear idea of a person’s 

cardiovascular system. 

Feature 5: Pulse Area: It is the area under the PPG 

curve. 

Feature 6: Half systolic peak height: It is half the 

length of Systolic Amplitude. The ratio of the 

diastolic peak height to the systolic peak height (E) 

can be used to calculate the arterial stiffness.  
 

 

 

 

 

 

 

 

 

G. Feature Analysis and Transformation 

 
The features calculated were extensively studied 

and the following transformation were performed 

to optimize the data: 

i) Outliers: The box plot in Fig. 7 shows the 

presence of outliers in the training dataset [29].  

ii) Scale: Gradient descent algorithms require data 

to be scaled. According to the formula for 

gradient descent below: 

 

   (7) 

(a) 

(b) 

Figure. 5 Training dataset a) clean portion and b) noisy portion 

portion 

Figure. 6 PPG beats showing the extracted features 
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Where X is the input feature value which is 

proportional to the step size of the gradient descent.  

Hence, the difference in ranges of features will cause 

different step sizes for each feature. To ensure that 

the minima can be found swiftly, the step updates are 

kept at the same rate for all the features.  Two kinds 

of scaling are done here: 

 

(a) Data Normalization: It is the rescaling of the data 

from the original range so that all values are within 

the new range of 0 and 1. A value is normalized as 

follows: 

(b) Data Standardization: The data are rescaled so 

that the mean of observed values is 0 and the standard 

deviation is 1. Standardization is done by the 

following formula: 

(9) 

 

Where the mean is calculated as: 

    (10) 

And the standard deviation is calculated as: 

 (11) 

Where x is the sample value at i
th

 instance and N is 

the total number of samples. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

H. Supervised Networks 

 

1) Network 1:  Feedforward Backpropagation 

Network I (ANN-1) 

 
The scaled feature matrix described in the earlier 

section is used as the input to the 3-layer Feed 

forward backpropagation network [30] with an 

architecture of 6-6-1. The input layer uses the 

sigmoid activation function followed by another 

sigmoid activation function for the second hidden 

layer, and the output layer uses rectified linear 

activation function (ReLU). Input feature matrix had 

a dimension of 3850 x 6, where 3850 is the total 

number of beats and 6 is the total number of features 

used. For training, 80% of the dataset, i.e., 3080 beats 

were used. For testing, 770 (20%) beats were used. 

The network is trained for a total of 100 epochs. The 

training accuracy is found to be 57.20 %, and the 

testing accuracy is 56.49 %. The MSE for the test set 

was 6.6015. Further epoch didn’t change the MSE, 

and this is the minimum MSE we achieved for this 

architecture. 

This high MSE and low accuracy are solved by 

giving ReLU that can be given in the hidden layers 

[31]. The next network thus interchanges the 

activation functions to study the effect of the 

activation function. [6] discussed about diabetic 

retinopathy from retinal pictures utilizing cooperation 

and information on state of the art sign dealing with 

and picture preparing. The Pre-Processing stage 

remedies the lopsided lighting in fundus pictures and 

furthermore kills the fight in the picture. 

 

2) Network 2: Feedforward Backpropagation 

Network Ii (ANN-2) 

 

The architecture of this network remains the same as 

the previous network. The only difference is here 

ReLU activation function was given in the hidden 

layers and the sigmoid activation function was given 

in the output layer. A significant improvement in 

accuracy was seen for this network. Training 

accuracy was 88.83% and testing accuracy was 

88.75% with a testing MSE of 0.2914. This trained 

network can be deployed to real world normalized 

beats to classify them as noisy or clean beats in a 

standalone device. 

 

3) Network 3: Radial Basis Function Network 

(RBFN) 

 

 In this network, the input signal is transformed into 

another form, to get linear separability of the data. 

RBFN is structurally the same as a multi-layer 

perceptron network i.e., it is composed of input, 

hidden, and output layers [32]. However, in this 

network, the number of hidden networks 

is limited to one. The number of neurons present in 

the hidden node is dependent upon the value spread 

that we give as an input to the function. The larger 

spread means the function approximation is 

smoother. Also, too small a spread means might not 

generalize well [33]. The cross-validation technique 

is applied to find the optimum value of the spread. It 

is observed the spread value of 0.8 needed a total of 

344 hidden layer neurons and gave the minimum 

mse. A non-linear transfer function is applied to this 

hidden layer. The training accuracy for this network 

(8) 

Figure. 7   Boxplot of PPG features showing the 

presence of outliers 
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was 83.59% and the testing accuracy for this network 

was 82.44%.  

 

4) Network 4: Convolution Neural Network 

(CNN) 

 

Convolution neural network [34] performs best 

among all the deep learning networks. Convolution 

neural network works on image processing. Hence 

each beat is saved as an image in two groups viz. 

clean and noisy for training the network. The figures 

have a resolution of 432 x 288 pixels with 72 dpi (72 

pixels per inch figures). The main advantage of this 

network is that it is independent of any signal 

processing algorithms and decides the extent of 

corruption of the beats simply by looking into its 

morphology. The training accuracy was 91.12 % and 

the testing accuracy was 90.30%. 

 

5) Network 5: Random Forest Classifier 

 

Random forest is a supervised learning algorithm. It 

is a collection of decision trees, usually trained with 

the “bagging” method [35]. In the bagging method, a 

combination of learning models increases the overall 

result. In this network, the best feature among a 

random subset of features is searched while splitting a 

node. Therefore, in a random forest, only a random 

subset of the features is taken into consideration by 

the algorithm for splitting a node. Training accuracy 

was 85.55% and testing accuracy was 84.37% for this 

network.  

The following table shows the comparison of the 

networks based on the accuracy of beat wise motion 

artefact detection on the test dataset and the total 

execution time. 

 

Table 1: Comparing the performances of the 

networks in terms of accuracy and execution time 

 

 

Table 1 shows that the CNN network performs best in 

terms of accuracy however it takes the most amount 

of time among all other networks. Random forest 

algorithm is the fastest among all with medium 

accuracy. 

  

 

 

III. RESULTS AND DISCUSSIONS 

 

The main challenge of this work is to identify the 

presence of motion artefact corrupted beats in a 

standalone PPG signal (without the presence of 

accelerometer signal or ECG signal). Here supervised 

networks are trained using beats which are labelled 

by various statistical parameters. Although the 

supervised neural network performed quite well 

(average accuracy>80% except for Network 1), it 

somehow misses a few critical beats. Exploratory 

data analysis shows not much difference in statistical 

measure was there between the features of the 

training set and the test set. Detailed statistical 

evaluations of the two groups are shown in Table 2. 

The mean, minimum and maximum values of 

different features for clean and noisy datasets are 

tabulated side by side for comparison. The features 

do not show striking differences from each other. The 

input to networks 1-3 and 5 are only these features.  

So the supervised network might have failed to 

understand the differences based on these time-

domain features.Hence if the accelerometer signal 

were utilized, the training data with clean beats and 

noisy beats with clean beats and noisy beats would 

have been more accurately grouped. The future scope 

of this work can be delving deep into the 

accelerometer signal. 

 

IV. CONCLUSION 

This paper proposes the use of supervised networks to 

identify corrupted beats using standalone PPG data. 

No accelerometer data or ECG data are used in this 

work. A  

variety of statistical parameters are carefully 

examined to quantify the nature of the beats i.e., the 

extent of its motion artefact corruption. The main aim 

of this work is to examine how various supervised 

neural networks perform in assessing beat quality. 

Five supervised neural networks with varied 

activation functions are designed for predicting a 

motion artefact corrupted beat. The performances of 

the networks designed are compared in terms of 

accuracy and time period of execution. CNN 

performed the best among all other networks in terms 

of accuracy (90.3%) however it  

took a lot of time for execution. Thus for a problem 

like this, and real-time quality assessment, it can be 

concluded that Random Forest Classifier with 

necessary feature engineering will provide the most 

optimised solution (Accuracy 83.52%).Another 

challenge faced is related to the available databases. 

The length of each session’s recording can be 

considered short (less than 120 min each). Hence, to 

address a wider range of challenging signal artefacts, 

signal with variety of movements would possibly do 

better. 

 
 

Network name Test 

Accuracy 

Execution 

time (sec) 

ANN-1(Network 1) 57.20% 34.2343  

ANN-2 (Network 2) 89.83% 32.1718 

RBFN (Network 3) 81.44% 35.63 

CNN (Network 4) 92.30% 204.2812 

Random Forest Classifier 

(Network 5) 

84.37% 1.314978 
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