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Abstract— The conventional way of killing weeds in a crop 

plantation is to spray herbicides throughout the plantation. This 

results in contamination of the food crops and also the yield 

becomes less as some of the crop plants die along with the weeds. 

Thus there is a need for a smart weed control system. In this 

paper, an image processing algorithm is used to take images of 

the plantation rows at regular intervals and upon identifying the 

weeds in the image, the herbicide is sprayed directly and only on 

the weeds. The algorithm predominantly uses an Erosion and 

Dilation approach to detect weeds. 
 

The colour image is converted to binary by extracting the 

green parts of the image. The amount of white pixels present in 

the region of interest is determined and regions with higher white 

pixel count than the predefined threshold are considered as 

weeds. The herbicide is stored in a container fitted with water 

pump motors attached to spray nozzles. Once the weeds are 

identified, a signal is sent from Raspberry-Pi to the motor driver 

IC controlling the water pump motors to spray the chemicals 

over the weeds. 
 
Keywords—Weed  detection,  Image  Processing,   

Smart herbicide Sprayer, Raspberry-Pi. 
 

I.  INTRODUCTION 
 

Agriculture is the backbone of Indian economy. It is a 

source of income for nearly 50% of the Indian population. It is 

mainly produce oriented and hence the profit or loss depends 

on the yield obtained. One of the major issues in agriculture is 

the control of weeds growing among the plantation crops. At 

present these kinds of plants are being removed manually, 

wherever possible, or weedicides are being sprayed uniformly 

all over the field to keep them under check. In conventional 

weed control systems, herbicides are sprayed uniformly all 

over the field. This technique is very inefficient as only about 

20% of the spray reaches the plant and less than 1% of the 

chemical actually contributes to weed control, leading to 

wastage, contamination of the environment and health 

problems in people [1]. To avoid these consequences, a smart 

weed control system should be employed. These systems must 

be capable of locating weeds in the field and herbicide 

sprayers are directed to spray right on the desired spots. Also 

it focuses on reducing the costly labour and minimizes the use 

of pesticides that harms the normal growth of plants. 
 
 

The machine vision [1] based approach uses shape, texture, 

colour and location based features individually or in 

 
combination of these to discriminate between weed and crop. 

An imaging sensor is a key component of almost any weed 

detection and classification system. Individual plant 

classification has been successfully demonstrated with either 

spectral or colour imaging. The spatial resolutions of spectral 

systems are typically not adequate for accurate individual 

plant or leaf detection. 
 

Weed control is a critical issue and can significantly affect 

crop yield. Herbicides play an important role in weed control 

but their use is criticized because it is used excessively and has 

potentially harmful effects. Many studies indicate that use of 

herbicides is reduced by patch spraying. Manual scouting for 

patch spraying requires considerable resources and is not a 

feasible option. Many researchers have investigated Patch 

spraying using remote sensing and machine vision. Machine 

vision systems are suitable for plant scale whereas remote 

sensing can be employed on plot basis. Both of these systems 

essentially require image acquisition and image processing. 

Image size ranges in the order of megabytes, thus processing 

time depending on image resolution, crop and weed type, 

algorithm used and hardware configurations. 
 

The first step in identifying weeds within an image 

involves classifying the pixels. The purpose of segmenting the 

image into plant and background pixels is to detect the amount 

of plant material within a specific area. If the amount of plant 

material reaches a specific threshold, that area is targeted for 

herbicidal spay application. A system that could make use of 

the spatial distribution information in real-time and apply only 

the necessary amounts of herbicide to the weed-infested area 

would be much more efficient and minimize environmental 

damage. Therefore, a high spatial resolution, real-time weed 

infestation detection system seems to be the solution for site-

specific weed management. 
 

II.  METHODOLOGY ADOPTED 
 

The working of the system consists of three main steps [2]. 

Fig. 1 shows the process flow of the algorithm. 
 
• The firsts step is image acquisition which is accomplished 

by the Raspberry-Pi Camera. The camera is mounted 

facing downwards on an extended arm from the chassis of 

the robot at a height of about 30 centimetres from the 

ground. Image acquisition is done in the presence of 

natural light.  
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• The next step is the processing of the im age captured. 

The image is subjected to morphological modifications 

like thresholding, erosion and dilation to det ect the 

presence of the plants in the Region of Interest (ROI), if 

present determining whether it is a weed or the plantation 

crop.   
• The final step is the directed spray of th e herbicide on 

the weeds in the ROI.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Process flow chart 
 

 
III. DETECTION OF WE EDS  

 
A. Erosion and Dilation Segmentation  

 
The process begins by capturing the image by the 

Raspberry-Pi Camera. Now only the green parts of the 

image need to be extracted. Each pixel of the colour image 

captured consists of three components – Red (R), Green 

(G), and Blue  
(B). A pixel can be considered as green if the value of G is 

greater than the other two components. Also the value of G 

must be above a threshold. Under norm al conditions, the 

threshold can be set at 125 (midpoint for an 8–bit number). 

Those pixels whose green intensity is above the threshold 

are made white pixels and those below are mad e black. 

Thus the colour image is converted into binary image [3]. 
 

The next step is to erode the image by a suitable filter, 

which is usually a square matrix of 1’s and 0’s of odd 
order. Erosion is nothing but 2-Dimensional convolution 

between the binary image and the filter [4]. 
 

Now the eroded image is dilated. The filter or the 

structuring element is moved pixel by pixel over the binary 

image and when a part of the image overlaps with the filter, 

the value of the center pixel of the output image will be 

made 1, even if one of the pixel wi th value 1 in the filter 

overlaps with the pixel of value 1 in th e image. Otherwise 

the value of the center pixel is made 0.  
 

Here ragi plants (narrow leaves) are considered as 

plantation cro ps and other plants as weeds (usually broad 

leaves). After t he above two processes most of the narrow 

leaf parts will be r emoved from the ROI [5], and hence the 

number of white pi xels in that ROI will be less. If there are 

broad leaves in the ROI, it will result in a wide patch of 

white pixels in that ROI. Th us three cases can be identified 

here 

• Case 1: No plants in the ROI. Here the ROI consists of   
only soil and thus the image after proc essing will 

consist of black pixels with a very few small, stray 

groups of white pixels.  
• Case 2: Narrow leaves in the ROI. The number of 

white pixels in the ROI will be considerably more than 

Case 1 but less compared to that when there are broad 

leaved plants.  

• Case 3: Broad leaves in the ROI. He re, the number of 

white pixels will be more than the previ ous two cases.  
 

The herbicide will be sprayed only if the result of the 

decision is Case 3. The chemicals will not be sprayed if the 

outcome of the decision block is either of the first two 

cases. 
 

IV.  HARDWARE IMPLEMEN TATION 
 

The block diagram of the system is depi cted in Fig. 3. The 

hardware includes a powerful ARM process or on a 

Raspberry-Pi controller. The above explained algorithm is 

implemented using C code on the Raspberry-Pi [6]. Raspb 

erry-Pi Camera is used to take the pictures of the plants. The 

images thus taken are processed, and a decision is made based 

on the amount of activity (changes in pixels between white 

and black) in the processed image and the herbicide is sprayed 

to that part of the ROI. The spraying is accomplished by the 

use of water spray motors with a nozzle attached at one end. 

These components are mounted on a land robot that moves 

through the field, taking images at predefined intervals and 

processing each image taken, and thereby spraying the 

herbicide. 

 

 

 

 

 

 

 

 
 

  

 

 

 

 

 

 
Fig. 3. Block diagram of the Smart Herbicide Sprayer R obot 
 
 

The Schematics of the S mart Herbicide Sprayer Robot 

shown in Fig. 5 depicts the complete system design. The 

motors attached to the wheels and the water pump motors 

are interfaced to the Raspberry-Pi controller through the 

motor driver IC L293D. 
 

The controller is powered by 5V power supply. The camera 

is connected through Camera S erial Interface (CSI) connector. 

The driver circuits of the wheel motors are controlled by the 

GPIO pin 25 and the driver circuits controlling the water pump 

motors are connected to GPIO pins 23 and 24. A switch 

  

International Journal of Advanced Research in Basic Engineering Sciences and Technology (IJARBEST)

ISSN(Online) : 2456-5717 389 Vol. 3, Special Issue 34, March 2017



• The wheels of the robot are connected to geared 60 

rpm motors powered by a 6V battery [7 - 9].  

The rover contains two s mall water pump motors, placed 

in containers filled with herbicide, connected to nozzles  

for spraying.  
A motor driver IC, L293D, is used for interfacing them 

with Raspberry-Pi. 
 

1) Dimensions  

 

• Width : 18 cm   
• Length : 22 cm  

• Wheel width : 2 cm  

• Wheelbase : 14 cm  

is provided to enable the driv er circuits through a 5V 

supply pin on the controller. A 6V power supply is 

provided to the driver circuit for actuating the motors. 
 

V.  RESULTS AND DISCUSSIONS 
 

Fig. 4 shows the stages of image processing from colour 

image to the final output image (simulation). 
 
 
A.  The results obtained from hardware implementation. 
 

Fig. 4 shows a part of the plantation. The left side of the 

image contains a different plant which is identified as a 

weed and the herbicide is sprayed on left side. 
 
 
 
 
 
 
 
 

 
Fig. 4. Acquired and processed image - 1 
 

In Fig. 5, weeds are present only in a portion of the 

image. However, the herbicide is still sprayed on the left 

side. 

 
 
 
 
 
 
 
 

 
Fig. 5. Acquired and processed image - 2 
 

VI.  CONCLUSION AND FUTURE SCOPE 
 

An algorithm to detect weeds among plantations was 

successfully developed and a prototype of the Automatic 

Weed detection and Smart Herbicide Sprayer Robot was 

designed and implemented successfully. The robot 

comprised of hardware that can support and effectively 

spray herbicides on the detected weeds in real-time. A test 

track was designed with a row of ragi (E. coracana) plants 

and randomly placed broad -leaved weeds. The weeds were 

successfully identified and sprayed upon by the robot and 

this process takes approximately 3 seconds. All the weed 

plants were detected properly, with a few ragi (E. 

coracana) plants being detected as weeds in cases where 

they grew in large clusters. 
 
 
A. Future Scope 
 
The system designed has a lot of scope for improvement 

and many more features can be added to this robot. 
 
• The major shortcoming of the robot is its dependency 

on good and stable lighting conditions. So, it can be 

equipped with a light intensity sensor to automatically 

adjust variables such as the threshold for extracting 

green pixels, shutter speed and white balance.   
• The image analysis for weed detection can be further 

improved by dividing the image into more number of 

regions and have as many nozzles to spray the 

chemicals.   
• It can be turned into a very robust closed loop system 

by incorporating a memory module.  

• The image processing algorithm can be developed 

further so that the detection becomes more generic.  
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