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Abstract—Sentimental analysis plays a major role nowadays because 

many start-ups have been emerged based on user driven content. Many 

product based organizations like zomato, tripadvisor, tripfactory are 

basically user opinion based online agents rendering services to consumers. 

Our proposed method helps to convert speech review into text based on 

speech recognition module. In this user driven reviews about a product is 

taken into sentimental analysis to get positive, negative and neutral words. 

This would make the consumer come to an decision in a fraction of a 

section rather than going through n number of reviews, thus tremendously 

saving time. Based on the observation that buyers often express opinions 

openly in free text feedback comments, we propose CommTrust for trust 

evaluation by mining feedback comments. Our main contributions include  

we propose a speech based trust model for computing user feedback 

comments and  propose an algorithm / techniques for mining feedback 

comments for dimension ratings and weights, combining techniques of 

natural language processing, opinion mining, and topic modelling. 

 
 
• Index Terms—Sentiment analysis, opinion mining,  Stanford parser, 

sentiwordnet 3.0, Unigram, Bigram and trigram fuzzy logic, Inquire Basic , Graphs, 
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Introduction 

 

The  domain of sentiment 
analysis has seen   an upsurge of 
interest with  the  rapid increase  
of available text data  containing 
opinions,  critics and 
recommendations  on the web 
(movie reviews, forum debates 
,tweets  and other entries in social 
networks) .The diversity of the 
data  and of the industrial 
applications using sentiment 
analysis raises various scientific 
issues that have yet to be fully 
addressed by the existing 
systems. 

A challenging area  is the 
development  of opinion 
detection methods relying on  
these new sources. Opinion 
detection systems using 
sentiment analysis have been 
developed to target customers 
and evaluate the  success of 
marketing campaigns ,to know 
the user experience with certain 
products or their image of 
brands or to predict stock  price 
fluctuations .we investigate its 
usefulness in two applications, i.e. 
document-level sentiment 
classification that aims to 
determine a review document as 
expressing a positive or negative 
overall opinion, and extractive 
review summarization which aims 
to summarize consumer reviews by 
selecting informative review 

sentences. We perform extensive 
experiments to evaluate the 
efficacy of aspect ranking in these 
two applications and achieve 
significant performance 
improvements.  

 
 2.TECHNIQUES USED FOR                  

WORD PROCESSING 

 

2.1 Stop Word Removal 

 

In computing, stop words are words 
which are filtered out before or 
after processing of natural 
language data (text). Though stop 
words usually refer to the most 
common words in a language, there is 
no single universal list of stop words 
used by all natural language 
processing tools, and indeed not all 
tools even use such a list. Some tools 
specifically avoid removing these stop 
words to support phrase search. 
Sometimes, some extremely common 
words which would appear to be of 
little value in helping select 
documents matching a user need are 
excluded from the vocabulary 
entirely. These words are called stop 

words . The general strategy for 
determining a stop list is to sort the 
terms by collection frequency (the 
total number of times each term 
appears in the document collection), 
and then to take the most frequent 
terms, often hand-filtered for their 
semantic content relative to the 
domain of the documents being 
indexed, as a stop list , the members 
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of which are then discarded during 
indexing.  Using a stop list 
significantly reduces the number of 
postings that a system has to store; we 
will present some statistics).  

2.2 Stemmimg 

 

In linguistic 
morphology and information 
retrieval, stemming is the process of 
reducing inflected (or sometimes 
derived) words to their word stem, 
base or root form generally a written 
word form. The stem need not be 
identical to the morphological  root of 
the word; it is usually sufficient that 
related words map to the same stem, 
even if this stem is not in itself a valid 
root.  Many search engines treat 
words with the same stem 
as synonyms as a kind of query 
expansion, a process called 
conflation. 

A stemming algorithm is a process of 
linguistic normalisation, in which the 
variant forms of a word are reduced to 
a common form, for example, 

connection 
connections 
connective          --->   
connect 
connected 
connecting 

It is important to appreciate that we 
use stemming with the intention of 

improving the performance of IR 
systems. 

The variable part is the ending, 
or suffix. Taking these endings off is 
called suffix stripping or stemming, 
and the residual part is called the 
stem. 

 

2.3 POS Tagging 

 

In corpus linguistics, part-of-speech 
tagging (POS tagging or POST), also 
called grammatical tagging or word-
category disambiguation, is the 
process of marking up a word in a text 
(corpus) as corresponding to a 
particular part of speech, based on 
both its definition and its context—
i.e., its relationship with adjacent and 
related words in a phrase, sentence, 
or paragraph. A simplified form of 
this is commonly taught to school-age 
children, in the identification of words 
as nouns, verbs, adjectives, adverbs, 
etc. 

Once performed by hand, POS 
tagging is now done in the context 
of computational linguistics, 
using algorithms which associate 
discrete terms, as well as hidden parts 
of speech, in accordance with a set of 
descriptive tags. POS-tagging 
algorithms fall into two distinctive 
groups: rule-based and stochastic.  
Part-of-speech tagging is harder than 
just having a list of words and their 
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parts of speech, because some words 
can represent more than one part of 
speech at different times, and because 
some parts of speech are complex or 
unspoken. This is not rare—in natural 
languages (as opposed to 
many artificial languages), a large 
percentage of word-forms are 
ambiguous. 

2.3.1 Use of hidden Markov 

models 

In the mid 1980s, researchers in 
Europe began to use hidden Markov 
models (HMMs) to disambiguate 
parts of speech, when working to tag 
the Lancaster-Oslo-Bergen Corpus of 
British English. HMMs involve 
counting cases (such as from the 
Brown Corpus), and making a table of 
the probabilities of certain sequences. 
For example, once you've seen an 
article such as 'the', perhaps the next 
word is a noun 40% of the time, an 
adjective 40%, and a number 20%. 
Knowing this, a program can decide 
that "can" in "the can" is far more 
likely to be a noun than a verb or a 
modal. The same method can of 
course be used to benefit from 
knowledge about following words. 
More advanced ("higher order") 
HMMs learn the probabilities not only 
of pairs, but triples or even larger 
sequences. So, for example, if you've 
just seen a noun followed by a verb, 
the next item may be very likely a 
preposition, article, or noun, but much 
less likely another verb. When several 
ambiguous words occur together, the 

possibilities multiply. However, it is 
easy to enumerate every combination 
and to assign a relative probability to 
each one, by multiplying together the 
probabilities of each choice in turn. 
The combination with highest 
probability is then chosen. The 
European group developed CLAWS, 
a tagging program that did exactly 
this, and achieved accuracy in the 93–
95% range. 

2.3.2 The Stanford Parser: A 

statistical parser 

 

Normally parsing defined as 
separation. To separate  the sentence 
into grammatical meaning or words, 
phrase, numbers. In some machine 
translation and natural language 
processing systems, written texts in 
human languages are parsed by 
computer programs. Human sentences 
are not easily parsed by programs, as 
there is substantial ambiguity in the 
structure of human language, whose 
usage is to convey meaning (or 
semantics) amongst a potentially 
unlimited range of possibilities but 
only some of which are germane to 
the particular case. So an utterance 
"Man bites dog" versus "Dog bites 
man" is definite on one detail but in 
another language might appear as 
"Man dog bites" with a reliance on the 
larger context to distinguish between 
those two possibilities, if indeed that 
difference was of concern. It is 
difficult to prepare formal rules to 
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describe informal behaviour even 
though it is clear that some rules are 
being followed. 

Your query 
 

i like my passion 

Tagging 
 

i/FW 
like/IN 
my/PRP$ 
passion/NN 

Parse 
 

(ROOT 
  (NP 
    (NP (FW i)) 
    (PP (IN like) 
      (NP (PRP$ my) (NN passion))))) 

Universal dependencies 
 

root(ROOT-0, i-1) 
case(passion-4, like-2) 
nmod:poss(passion-4, my-3) 
nmod(i-1, passion-4) 

Universal dependencies, enhanced 
 

root(ROOT-0, i-1) 
case(passion-4, like-2) 
nmod:poss(passion-4, my-3) 
nmod:like(i-1, passion-4) 

Statistics 

Token:4  

Time:0.006s 

Parser: englishPCFG.ser.gz 
 
 
 

3. Language  Model 

In speech recognition, the computer 
tries to match sounds with word 
sequences. The language model 
provides context to distinguish 
between words and phrases that sound 
similar. For example, in American 
English, the phrases "recognize 
speech" and "wreck a nice beach" are 
pronounced almost the same but mean 
very different things. These 
ambiguities are easier to resolve when 
evidence from the language model is 
incorporated with the pronunciation 
model. .                     
Language  models  are used to 
constrain search in a decoder by 
limiting the number of possible words 
that need to be considered at any one 
point in the search. The consequence 
is faster execution and higher 
accuracy. Language models constrain 
search either absolutely (by 
enumerating some small subset of 
possible expansions) or 
probabilistically (by computing a 
likelihood for each possible successor 
word).  

3.1 Unigram , Bigram and Trigram 

Detection  

 If you put all of the words in some 
sentence into a box, and choose one 
single word randomely, it is called a 
unigram. A unigram is just one single 
word. But a bigram is a word pair.  
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4.Sentimental analysis beneficial 

application 

 

In particular, sentiment (opinion) can 
be defined as opinion expressed by 
the consumers. Sentiment analysis 
represents the opinion of the 
consumer as positive (like) or 
negative (dislike) or may be a neutral 
viewpoint. The consumer will pay 
more attention to the aspect from the 
reviews, but the company will focus 
on improving the opinion about the 
product. Sentiment analysis 
techniques are used to express 
reviews, opinion, and political issues 
automatically from the web ..  
 

Sentiment Classification 

 
Sentiment classifications are based on 
polarity, which may become positive, 
negative, or neutral. That’s mean 
opinions may be classified into 
positive, negative, or neutral. 
Moreover, there is a forth type which 

is a constructive opinion which 
obtains suggestion to make the 
product better . Opinions are 
classified into three categories: the 
first one is direct opinions which 
opinion holder directly attack to 
target. Second one of opinion is 
comparative opinions which are 
opinion holder compare among entity. 
The third one is indirect opinions, 
which are implied as in idioms or 
expressed in a reverse way as in 
sarcasm 

4.1 Document  Level  Classfication 

Document level sentiment 
classification aims to classify the 
entire document as positive or 
negative. There is much actual work 
use one of the two types of 
classification techniques which are a 
Supervised method and Unsupervised 
method to build level document 
sentiment.  
 
 4.1.1 Supervised method:  

 

Sentiment classification is performed 
at document level sentiment . 
Sentiment classification can be used 
as a supervised classification problem 
with four classes positive, negative, 
neutral, and constructive . Also, 
supervised request machine-learning 
algorithms like SVM Support Vector 
Machines to conclude the 
relationships between the opinions 
that expressed and text segment. A lot 
of researchers found that supervised 
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learning techniques can perform well 
in SVM and Naïve Bayes.  
 
4.1.2 Unsupervised method:  

Unsupervised classification is 
performed at the sentence level . 
There are two types of unsupervised 
classification, which are lexicon - 
based, and syntactic-pattern based. 
Sentence and aspect level sentiment 
classification for the lexicon-based 
can be used. 

4.2 Fuzzy logic 

Sentiment Analysis is the process of 
determining subjectivity, polarity and 
polarity strength of a piece of text. 
Survey shows that 81% of Internet 
users have done on-line research on a 
product at least once. Manual analysis 
of this reviews is difficult. To mine 
the overall sentiment or opinion 
polarity, sentiment analysis can be 
used to mine the overall sentiment or 
opinion polarity of the review. It 
involves preprocessing to remove 
noise, extraction of features and 
corresponding descriptors and tagging 
their polarity. The proposed technique 
extends the feature based 
classification approach to incorporate 
the effect of various linguistic hedges. 
This approach uses fuzzy functions to 
emulate the effect of modifiers, 
concentrators and dilators. The system 
was evaluated with SFU corpus and 
the results suggest that sentiment 

analysis using fuzzy logic performs 
remarkably well. 

4.3 Sentiwordnet: 

SentiWordNet is the lexical (converts 
a sequence of characters into a 
sequence of tokens) resource for 
sentiment analysis in which three 
numerical scores are maintained by 
Pos(), Neg() & Obj() which represents 
how much positivity, negativity & 
objectivity are contained in those 
opinions. This is called sentiment 
classification which determines the 
subjectivity of a given text. It is the 
process of deciding whether a given 
text expresses a positive or negative 
opinion about its 
“subject matter” and “subject 
attributes”, which also known as 
‘product’ and ‘features’. It focuses on 
the quantitative analysis. It is very 
much popular and free for the 
research works. It reflects a nice 
outlook in its graphical user interface. 
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5. Extractive review summarization  

 Summarization is the process of 
reducing a text document with a 
computer program in order to create a 
summary that retains the most 
important points of the original 
document. summarization is part of 
machine learning and data mining. 
The main idea of summarization is to 
find a representative subset of the 
data, which contains the information 
of the entire set. Summarization 
technologies are used in a large 
number of sectors in industry today. 
An example of the use of 
summarization technology is search 
engines such as Google. Other 
examples include document 
summarization, image collection 
summarization and video 
summarization. The automatic system 
extracts objects from the entire 
collection, without modifying the 
objects themselves. Examples of this 
include keyphrase extraction, where 
the goal is to select individual words 
or phrases to "tag" a document, and 
document summarization, where the 
goal is to select whole sentences 
(without modifying them) to create a 
short paragraph summary. Similarly, 
in image collection summarization, 
the system extracts images from the 
collection without modifying the 
images themselves. 

 

 

Graph Generation : 

To gather experimental evidence for 
conjectures, It is frequently required 
to verify that all graphs in a given 
class satisfy a desired property. The 
graphs are generated here based on 
the values obtained from the analysis 
of the reviews using the sentimental 
approach. The graphs are generated 
based on the positive, negative and 
neutral values obtained. 

Conclusion 

Studies on sentiment analysis in the 
literature are focused on the 
perspective of a single community, 
and usually based on optimizing 
the features, algorithms and 
methods used for  the distinction 
between positive,  negative and 
neutral sentiment-related 
phenomena, with accurately 
defining the different sentiment-
related terms. speech based trust 
model for computing user feedback 
comments and  propose an 
algorithm / techniques for mining 
overall feedback comments for 
dimension ratings and weights in 
graph, combining techniques of 
natural language processing, 
opinion mining, and topic 
modelling. 
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