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Abstract : Some peoples cannot able to operate computers because of an illness. The idea of eye controls of great use to not 

only the future of natural input but more importantly the handicapped and disabled. Moreover implementing  a  controlling  

system  in  it  enables  them  to operate computer  without  the  help  of  another  person. It is more helpful to handicapped 

peoples. Those are need to operate computers without hand this one is most useful those can operate cursor by movement of 

eye. In this paper Camera is capturing the image of eye movement. First detect pupil centre position of eye. Then the 

different variation on pupil position get different movement of cursor.  The Implementation process for Pupil detection 

using Raspberry pi and on the terminal of Raspbian image installed on raspberry pi. Nowadays personal computer systems 

are carrying a huge part in our everyday lives as they are used in areas such as work, education and enjoyment. What all 

these applications have common is that the use of personal computers is mostly based on the input method through 

keyboard and mouse. While this is not a problem for the healthy individual, this may be an insurmountable bound for 

people with limited freedom of movement with their limbs. In this case it would be preferable to use input methods which 

are based on more abilities of the region such as movement of eye .The eye tracker is based on images recorded by a 

webcam to capture the eye movements. The movement of cursor automatically adjusting the position where the eyesight 

focuses on. Camera is used to capture the image of eye movement. 

 

Keywords: Raspberrypi, Camera,Open C, Pupil, SDcard, Linux, system-on-chip, eyeball,display  

 

1. INTRODUCTION 

                          Embedded system is a combination of  hardware and software components. Embedded system 

has two separate processor and controller. Processor doesn’t have any separate memory it is just a temporary 

storage but controller has its own memory for storage purpose. Controller can be used instead of  processor. 

Controller is inbuilt chip. In computing there are two types they are CISC (complex Infrastructure Set 

Computing), RISC (Reduced Infrastructure Set Computing). CISC is slower when compared to RISC. 

                        Raspberry Pi is a controller it consist of camera module, audio module, HDMI (High Definition 

Multimedia Interface) the pc is connected via HDMI port, separate power cable, display, Ethernet cable and 

two USB ports where the mouse, keyboard will be connected. Raspberry pi can be used instead of CPU. CPU 

consist of operating system for storage purpose, but the Raspberry pi controller doesn’t have any operating 

system in it. But the Raspberry pi has separate SD card attachment for storage purpose. SD storage capacity is T
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about 64 GB. Pendrive can also be used for storing, the total storage capacity of pendrive is about 2 TB.ARM 

11 controller can also be used instead of  Raspberry pi. Since Raspberry pi controller and ARM11 controller 

uses the python language. ARM is defined as Advanced RISC machine RISC follows only the bus topology 

format. Open C is a software which will be used for matching the position of the eyeball. Open C contains the 

database which consist the original eyeball position through which the matching is done. Raspberry pi 3B 

advanced version controller is used.  

                          The camera module captures every movement of eye.It controls cursor-moving by 

automatically affecting the position where eyesight focus on, and simulates mouse-click by blinking action. 

However ,the proposed vision-based virtual interface controls system work on various eye movements such as 

eye blinking. Some peoples  cannot  able to operate computers  because  of  an  illness. The idea of eye controls 

of  great use to  not only the future of natural input but more  importantly the handicapped and the disabled 

.Moreover implementing  a  controlling  system  in  it     enables  them  to operate computer  without  the  help  

of  another  person.                                           

                           COMPUTER programming's importance in industry has placed increasing demands on 

computer programming education. Many instructors and researchers have investigated how to effectively 

develop students' programming skills . However, programming is still challenging for most novices, 

particularly in the area of debugging, where programmers have to locate and resolve bugs in programs. Because 

debugging is an essential skill in programming, students identified as proficient in debugging are typically 

expert in programming. Therefore, many studies have explored program debugging by comparing expert and 

novice programmers to identify the factors influencing their programming/debugging performance. Christo 

Ananth et al. [6] proposed a system, this system has concentrated on finding a fast and interactive segmentation 

method for liver and tumor segmentation. In the pre-processing stage, Mean shift filter is applied to CT image 

process and statistical thresholding method is applied for reducing processing area with improving detections 

rate. In the Second stage, the liver region has been segmented using the algorithm of the proposed method. 

Next, the tumor region has been segmented using Geodesic Graph cut method. Results show that the proposed 

method is less prone to shortcutting than typical graph cut methods while being less sensitive to seed placement 

and better at edge localization than geodesic methods. This leads to increased segmentation accuracy and 

reduced effort on the part of the user. Finally Segmented Liver and Tumor Regions were shown from the 

abdominal Computed Tomographic image. 

                            To comprehensively investigate programming/debugging, research has explored students' 

cognition during programming/debugging. Traditional research methods, such as questionnaire studies, 

interviews, and observation, usually explain cognition in a more subjective manner . Although “think-aloud” 

can reveal a more authentic cognitive process, it involves a high cognitive load. To provide insight based on 

more solid evidence, recent research has started to investigate human cognition using cognitive neuroscience 

techniques, such as the eye-tracking method. . The aim of the study reported in this paper was to depict 
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students' cognitive processes during program debugging by comparing high- and low-performance students 

based on the eye-tracking method, so that effective and adaptive instructional strategies can be developed to 

improve students' understanding of programming. The contributions of “Temporal” and “sequential” 

information related to eye gaze data during debugging was shown to reveal a dynamic and nonlinear procedure 

for debugging. The dynamic process of eye gaze was used to derive more insight into cognitive processes. 

Christo Ananth et al. [7] proposed a system, in which a predicate is defined for measuring the evidence for a 

boundary between two regions using Geodesic Graph-based representation of the image. The algorithm is 

applied to image segmentation using two different kinds of local neighborhoods in constructing the graph. 

Liver and hepatic tumor segmentation can be automatically processed by the Geodesic graph-cut based method. 

This system has concentrated on finding a fast and interactive segmentation method for liver and tumor 

segmentation. In the preprocessing stage, the CT image process is carried over with mean shift filter and 

statistical thresholding method for reducing processing area with improving detections rate. Second stage is 

liver segmentation; the liver region has been segmented using the algorithm of the proposed method. The next 

stage tumor segmentation also followed the same steps. Finally the liver and tumor regions are separately 

segmented from the computer tomography image. 

                         By integrating proportional statistics, sequential analysis, and interviews, solid evidence was 

provided for the validity of existing theories of program comprehension and debugging. The personal computer 

systems are carrying a huge part in our daily lives as they are used in areas such as work, education and 

enjoyment. All these applications have in common is that the use of personal computers is mostly depend on 

the input method through keyboard and mouse. While this is not a problem for a healthy individual, this may be 

an insurmountable bound for people with limited freedom of movement of their limbs.  By exploring the 

possible causes for the challenges experienced by programmers, the research findings confirm existing theories 

of program comprehension and debugging strategies, and support existing findings on the differences between 

experts and novice. 

 

2. RELATED WORK 

 

                      Most of the debugging from the perspective of students' exterior behaviour, that is, investigating 

students' actions (e.g., how students write programs or answer a questionnaire)  instead of investigating 

students' inner cognitive process during debugging (e.g., how students comprehend programs based on their 

mental models). Cognition comprises the mental activities and processes based on an individual's psychological 

functions, reflecting the higher-level functions of the brain. Mapping the cognitive process, therefore, can help 

researchers or instructors to understand the psychological causes of behaviour. Traditional research has studied 

cognition by using interviews, behavioural observation, or questionnaires. These subjective methods depend 

heavily, however, on the  subjective opinions to complex cognitive processes.  
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                              To avoid  subjectivity, verbal protocol analysis, for example “think-aloud,” is a more 

accurate method investigating cognitive processes . Some research has applied verbal protocol analysis to 

explore the cognitive processes during programming. This was based on verbal protocol analysis, which has its 

own  mental states. However, this method still has some limitations Subjects can only verbalize thoughts and 

processes of which they are consciously aware, and thinking aloud creates extra cognitive load . Currently, 

there are many technologies for investigating cognitive process more deeply and accurately; one such is eye 

tracking. Eye movements loaded by eye trackers can have much information on cognitive processes , have been 

used to investigate problem-solving processes, learning and reading . Some research investigated the 

differences between experts  based on eye-tracking analyse  and suggest that the allocation can be influenced 

by expertise . 

                            Through the process of eye tracking, it is possible to obtain visual attention information such 

as eye fixation (pauses over informative regions of interest), saccade (rapid movements between fixations), 

gaze duration (the total duration of all fixations on a region prior to moving to another region), and reification 

(fixation on information that has already been fixated on) in a Region Of Interest (ROI); this can help for 

cognition activities that occur continuously. The ROI  is an image labelled based on a particular purpose. 

Bednarik  classified ROIs according to the visualization components of the visualized programming integrated 

development environment (IDE), including the source code area, the visualization area, and output area, to 

observe the subjects switched their attention between different visual areas.In this cases it would be preferable 

to use input methods which are based on our abilities of the region such as the eye movements. Enabling such 

substitute input methods a system was made that follows a low-price approach to control a cursor on a 

computer system. The eye tracker is based on various images recorded by a mutated webcam to acquire the  

various eye movements. These eye movements are then graphed to a computer screen for positioning a cursor 

accordingly. 

                       The movement of mouse can be grabbed automatically by adjusting the position of our eyesight. 

Camera is used for capturing the image of eye movement. Now there has been a growing interest in developing 

natural interaction between human and the computer. There are several studies for human-computer interaction 

in universal computing. There is a vision-based interface technique that extracts motion without any high cost 

equipments from an input video image. So that the vision-based approach is taken into account for an effective 

technique to develop the human computer interface systems. For vision-based human computer interaction, eye 

tracking is an issue. To develop a vision-based multimodal human computer interface system, an eye tracking 

and their recognition will be done. Real time eye input has been used most frequently used for disabled users, 

who can use only their eye movements as input. This explores students' cognitive processes while debugging 

the programs by using an eye tracker. Students' eye movements during debugging were recorded by an eye 

tracker for investigating whether the high- and low-performance students acts differently during debugging.  
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                      The path of students' while following program codes was subjected to the sequential analysis to 

reveal significant sequences of areas. These significant path sequences were compared to those students with 

different debugging performances. The results says that, when debugging, high-performance students traced 

programs in a logical manner, whereas low-performance students may stick to a line-by-line sequence and were 

unable to quickly derive the program's in higher-level logic. Low-performance students can often jump directly 

to certain  statements to find bugs, without the program's logic. They were often needed to trace prior 

statements to recall information. Based on the results, adaptive instructional strategies and materials can also be 

developed for students by different performance levels, to improve associated cognitive activities while 

debugging, which can be learnt during debugging and programming.    

                          Making the machine to the user is one of the aspects of effective computing. Signal process by 

Brain Computer Interface frameworks has been utilized to process brain signals for controlling different 

gadgets for human ease. P300 based content speller is the device utilized for eye-writing purpose, eye 

movement based content speller can able to create fine and exact about contrasted with P300 content speller. 

This paper presents the robust solution for utilizing eye muscular-movement for typing the text content. 

 

3. LITERATURE SURVEY 

3.1 Driver Distraction Detection by Semi-Supervised Machine Learning 

                        Real-time driver distraction detection is a core to many distraction countermeasures and 

fundamental for constructing the driver assistance system. While data driven methods demonstrates detection 

performance, a particular challenge is to reduce the considerable cost for collecting mentioned data. The paper 

explored semi-supervised methods in driver distraction detection in driving conditions to alleviate the cost of 

mentioned training data. Some support vector machine and semi-supervised extreme learning machine were 

evaluated using the eye and head movements to classify driver states attentive and cognitively distracted. With 

additional unmentioned data, the semi-supervised methods improved the detection performance (G-mean) by 

0.0245, on an average, over all subjects, as compared with the supervised methods. As unmentioned training 

data can be collected from drivers’ natural driving records with some extra resource, semi-supervised methods, 

which utilize both labelled and unlabeled data, can enhance the efficiency of development in terms of the time 

and cost. 

3.2  Forecasting  Next Shot Location in Tennis by Fine-Grained    Spatiotemporal Tracking Data 

                        In most of the professional sport, an enormous amount of the fine-grain performance data can be 

generated at the near millisecond intervals in the form of vision-based tracking the data. One of the first sports 

to this technology has tennis, where Hawk-Eye technology has been used to aid umpiring decisions, and for 

visualizing shot trajectories for broadcasting purposes. Despite the high-level of accuracy of tracking systems 

and the sheer volume of spatiotemporal data generates, the use of this data for player performance analysis and 
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their prediction has been lacking. In this, we use ball and player tracking data from “Hawk-Eye” to discover the 

unique player styles and to predict within-point events. We move beyond the current analysis that only 

incorporates coarse match statistics (i.e. serves, winners, number of shots, volleys) and use spatial, temporal 

information with better characterizes the tactics and tendencies of player. Using a probabilistic graph model, we 

are able to model player behaviours which enables us to find the factors such as location and speed of the 

incoming shot which are most conductive to a player hitting the winner (i.e. “sweet-spot”) or cause an error, 

and do “live in-point” prediction - based on the shots played by a rally to estimate the probability of the 

outcome (e.g. winner, continuation or error) and the location of next shot. As player behaviour based on the 

opponent, we use this model adaptation to enhance our own prediction. We show the utility by analyzing the 

play of  Djokovic, Nadal and Federer at 2012 Australian Tennis Open. 

 

3.3 Novel Eye-Gaze-Controlled Wheelchair System for Navigating Unknown Environments 

                             In this electric wheelchair design, person with motor impairments due to the diseases, such as 

amyotrophic lateral sclerosis (ALS), have tools to form more independent and mobile. However, an electric 

wheelchair requires considerable skill to learn how to use them and operate. Moreover, some people with motor 

disabilities that cannot drive an electric wheelchair manually (even with a joystick), because they lack the 

physical ability to control the hand movement (such is the case with people with ALS). In this paper, we have a 

novel system that enables a person with motor disability to control a wheelchair through eye-gaze and to 

provide continuous, real-time navigation with unknown environments. The system consists a Per mobile M400 

wheelchair, eye tracking glasses, a depth camera to capture the geometry of ambient space, a set of ultrasound 

and infrared sensors to detect  the obstacles with low proximity that are out  of view for the depth camera, a 

laptop placed on a flexible mount for maximized comfort, and a safety off switch to turn off the system 

whenever it is needed. First, a novel algorithm is proposed for support continuous, real-time target 

identification, path planning, and navigation with unknown environments. Second, the system utilizes a novel 

N-cell grid-based graphical user interface that is used to adapt input/output interfaces specifications. Third, a 

calibration method for eye tracking system is implemented for minimizing the calibration overheads. A case 

study with a person with ALS is presented, and interesting things are discussed. The participants showed 

improved performance in terms of the calibration time, task completion time, and navigation speed for 

navigation trips between them, dining room, and bedroom. Furthermore,  the caregiver has also shown 

promising results such as the participant enjoyed higher level of condense driving the wheelchair and 

experienced no collisions via all the experiment. 
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4. ARCHITECTURE 

 

 

 

 

 

 

 

 

 

 

SD CARD 

RASPBERRY PI 

ARM1176JZF-S ARM  Core 

I/O 

UART 

USB 

LAN 

GPIO 

OPEN GL–ES1.1/2.0 

VIDEO  CORE  GPU 

H264 , MPEG2 , JPEG 

Encoder/Decoder 

GRAPHICS 

ACCELERATOR 

CAM 

MIPI/CSI 

SDIO 
1080p 

HDMI 

IR Sensor 

MONITOR 

MEMS 

 

 

FIG:4.1: BLOCK DIAGRAM 

 

 

 

4.1 BLOCK  DIAGRAM  DESCRIPTION: 

                            Here, in this block diagram the whole system is controlled by Arm11  processor  and  this  

processor  is  implemented  on Raspberry  Pi  Board.  so  this  board  is  connected  with monitor, camera, and 

SD card. Those all components are connected by USB adaptors. Raspberry pi  is the key element in processing 

module which keeps on monitors eye movement by interfacing USB camera. Camera is capturing the image of 

eye movement. USB  2.0  makes  USB  Cameras  ideal  for  many  imaging applications.  USB Camera will be 

interface with raspberry pi. Raspberry pi will be use SD card, then the install raspbian OS and open C on 

raspberry pi. Fist image will be capture by USB Camera. Focus  on eye in image and detect the centre position 

of pupil by  open C  code.  Take  the  centre  position  value  of  pupil  as reference,  and  then  the  next  the  

different    value  of  X,  Coordinates will be set  for particular  command. Then it is transmitted through zigbee. 

 

 4.2 RASPBERRY PI 

                     Raspberry Pi board is the miniature marvel, packing considerable computing power into the 

footprint that is not larger than a credit card. It’s capable of some amazing things, but there are few things that 

we are going to know before we plunge head-first into the bramble patch. 
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4.3 Connecting to a Display 

                           Before we  start using our Raspberry Pi, we are going to connect a display. The Raspberry Pi 

supports three different video outputs: composite video, HDMI video and DSI video. Composite video and 

HDMI video are accessible by the end user, in this section, the DSI video requires some specialized hardware. 

 

4.4 Composite Video 

                           Composite video, available via the yellow-and-silver port at the top of the Pi known as an 

RCA phone connector , is designed for connecting the Raspberry Pi to other display devices. The connector 

creates a composite colors found within an image—red, green and blue—and sends it down a single wire to 

display device, typically an old cathode-ray tube (CRT) TV. Figure 4.5: The yellow RCA phone connector, is 

used for composite video output. When no other display device is available, a composite video connection will 

get started along with the Raspberry Pi. The quality, isn’t great. Composite video connections are significantly 

more prone to the interference, lack of clarity and run at a limited resolution, which means that we can fit fewer 

icons and lines of the text on screen at once. 

 

 

 

Fig:4.5: Raspberry pi 

            

4.6 HDMI Video 

                           A high quality picture can be obtained using the HDMI (High Definition Multimedia 

Interface) connector, the only port found at the bottom of the Raspberry Pi (see Figure 1-2). Unlike the 

composite connection, the HDMI port provides the high-speed digital connection for the pixel-perfect pictures 

on both computer monitors and the high-definition TV sets. Using this HDMI port, a Raspberry Pi can display 

images at the Full HD format 1920x1080 resolution of the most modern HDT. If we are hoping to use the 

Raspberry Pi with an existing computer screen, we may find that our display doesn’t have an HDMI input.  
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                      That’s not a disaster: the digital signals present on the HDMI cable map to a common computer 

monitor standard form called DVI (Digital Video Interconnect). By purchasing an HDMI-to-DVI cable, we will 

be able to connect the Raspberry Pi’s HDMI port to the monitor with DVI-D connectivity. The silver HDMI 

connector, for the high-definition video output. If our monitor has a VGA input—a D-shaped connector with 15 

pins, typically colored silver and blue—the Raspberry Pi can’t get connected to it. Adapters are available that 

will take in a digital DVI signal and then convert it to an analogue VGA signal, but these are expensive and 

bulky. The best option here is simple to buy a modern monitor with a DVI or HDMI input. 

4.7 DSI Video 

                   The final video output on the Pi can be found on the SD card slot that is on the top of the printed 

circuit board—it’s a small ribbon connector protected by the layer of plastic. This is for a video standard form 

known as Display Serial Interface (DSI), which is used in the flat-panel display such as tablets and smart 

phones. Displays with a DSI connector are available for retail purchase, and are typically reserved for engineers 

hose who are looking to create a compact, self-contained system. A DSI display can be connected to the Pi by 

inserting a ribbon cable into the matched connector on the Pi, but for beginners, the use of a composite or 

HDMI display is mostly recommended. 

4.8 Connecting Audio 

                        If we are using the Raspberry Pi’s HDMI port, audio is simple when they are properly 

configured, the HDMI port carries both the video signal and the digital audio signal. This means that we can 

connect a single cable to our display device to enjoy both sound and picture. Assuming that we are connecting 

the Pi to a standard HDMI display, there is very little for doing it as point. It’s enough to simply connect the 

cable. If we are using the Raspberry Pi with the DVI-D monitor through an adapter or cable, audio also will not 

be included. This highlights the difference between HDMI and DVI: while HDMI can carry out the audio 

signals, DVI cannot. For those with DVI-D monitors, or those by the composite video output, a black 3.5 mm 

audio jack located on the top edge of the Raspberry Pi next to the yellow phone connector provides the audio. 

                            This is same connector and also used for headphones and microphones on the consumer audio 

equipment, and it’s wired in exactly the same way. If we want, we can simply connect the pair of headphones 

to this port for quick access of audio.While headphones are connected directly to the Raspberry Pi, we may find 

the volume that is little lacking. If possible, connect a pair of powered speakers instead of the amplifier inside 

will help to boost the signal to a more audible level. If we are looking for something that is more permanent, we 

can either use standard PC speakers that have a 3.5 mm connector or we can buy some adapter cables. For 

composite video users, a 3.5 mm to RCA phone cable is very useful. This provides a two white and- red RCA 

phone connections that has a long side video connection, each carrying the channel of a stereo audio signal to 

the TV. 

                  For those connecting the Raspberry Pi to an amplifier or stereo system, we will either need a 3.5 

mm to RCA phone cable or a 3.5 mm to 3.5 mm cable, depending on the spare connections we have on our 
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system. Both cable types are readily and cheaply available at consumer electronics shops, or that can be 

purchased even cheaper at the online retailers such as Amazon 

 

  
 

Fig:4.9: Raspberry pi models 
                 
4.9 Connecting the Keyboard and Mouse 

                       

                        Now we have got our Raspberry Pi’s output devices sorted, it has time to think about input. As a 

bare minimum, we are going to need a keyboard, and for the majority of users, a mouse or trackball is the 

necessity too. First, some news: if we have got a keyboard and mouse with a PS/2 connector—a round plug 

with the horseshoe-shaped array of pins—then we are going to have a replacement. The old PS/2 connection 

has been superseded, and the Raspberry Pi side of the Pi (see Figure 1-3). If you’re using Model B, we can 

connect the keyboard and mouse directly to these ports. If we are using Model A, we will need to purchase a 

USB hub in order to connect two USB devices simultaneously. Figure 4.9 Model B’s two USB port A USB 

hub is a good investment for any Raspberry Pi user: even if we have got a Model B, we should use up both our 

available ports just connecting our keyboard and mouse, leaving nothing free for additional devices such as an 

external drive, storage device or joystick.   

                 Make sure to buy a powered USB hub: passive models that are cheaper and smaller, but lack in the 

ability to run current hungry devices like CD drives and external hard drives.If we want to reduce the number 

of power sockets in use, connect the Raspberry Pi’s USB power lead to the powered USB hub. This way, the 

Raspberry Pi can draw its power directly from the hub, rather than needing its own dedicated power socket and 

its mains adapter. This will only work on hubs with a power supply capable of providing 700mA to the 

Raspberry  Pi’s USB port, along with power is required by other peripherals. Connecting the keyboard and 

mouse is as simple as plugging them in to the USB ports, or directly in the case of a Model B or through a USB 

hub in the case of a Model A. A Note on Storage As we have probably noticed, that Raspberry Pi doesn’t have 

a traditional hard drive. Instead of that it uses a Secure Digital (SD) memory card, a solid-state storage system 

typically used in the digital camera. 
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                        Almost any SD card will work with the Raspberry Pi, but it holds the entire operating system, it 

is necessary for the card to be atleast 2 GB in capacity to store all the required files.SD cards with the operating 

system preloaded that are available from the official Raspberry Pi Store along with the numerous other sites on 

the Internet. If we have purchased one of these, or received it in a bundle with your Raspberry Pi, we can 

simply plug it to the SD card slot at the bottom side of left-hand edge. If not, we need to install an operating 

system—known as flashing—onto the card before it is ready to go. Some SD cards work better than the others, 

with some models refusing to work at all the Raspberry Pi. For an up-to-date list of SD card models known to 

work with the Raspberry  Pi, visits the eLinux Wiki page.  

                               Expects our peripherals to be connected over the Universal Serial Bus (USB) port. 

Depending on this we should purchase the Model A or Model B, you’ll have either one or two USB ports 

available on the right. 

 

5. AN INTRODUCTION TO PYTHON 

                            The Raspberry Pi gets its name from a long-standing tradition of using fruit to 

name new computing systems— from classic micro computers like the Acorn, Apricot and Tangerine 

to more recognizing  modern brands including Apple and BlackBerry—but the secondly comes 

courtesy of the Python programming language. Flexible and powerful, Python was originally 

developed in  late 1980s at the National Research Institute for Maths and Computer Science by 

Guido van Rossum as a successor to the ABC language. Since its introduction, Python has grown in 

popularity to what is seen as a clear and expressive syntax developed with a focus on ensuring that 

the code is readable.Python is the high-level language. This means that Python code is written in 

largely recognizable  English, providing the Raspberry Pi with commands in a manner that is quick 

to learn and easy to follow. This is in marked contrast to low-level languages, like assembler, which 

is closer to the computer “thinks” but almost impossible for a human to follow it without experience. 

The high-level nature and clear syntax of Python makes it a valuable tool for anyone who wants to 

learn the program. It is also the language that is recommended by the Raspberry Pi Foundation for 

those looking in progress to form the simple Scratch . 

 

6. SIMULATION RESULTS : 

 

                       Raspberrypi is clubbed with USB Camera. Raspberry pi will be used as SD card,then install 

raspbian OS and open cv on rassberry pi. First image is captured by USB Camera.Focus on eye in the image 

and detect the center position of the pupil by opencv code. Take the exact position value of pupil as reference, 
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and then different value of  X, Y coordinates will be set for accurate command. Raspberry pi signals are passed 

by GPIO to transistor circuit. One main aim for Eye Movement controlled  cursor is to enable handicap persons 

to make their life more feasible and to provide them capability and opportunity of independence. In order to use 

the pupil to control the mouse pointer (cursor) on the screen,  the central coordinate of the screen is set as  

starting point.  

 

  

 

Fig:1.5 Pupil anatomy 

 

                         This position is used as base for tracing, and First position of the mouse pointer is set as the 

center of the screen. The moving position of cursor takes the initial position as  base. As the pupil moves to one 

direction, the coordinate of the mouse pointer on screen change as per the action of pupil. When pupils return to 

the original position, cursor stops moving.The starting point and stopping point of the cursor is also controlled 

by movement of the eyes. When the user moves his eyes for a second, then the cursor either starts or stops 

moving i.e, if the cursor is in moving condition, then after a eye movement, it stops and vice versa. The eye 

direction arrows are used for testing at the time of demonstration. Beside these arrows, circle is seen in green 

color. When any obstacle is detected in front of the eyes, this circle becomes red, a buzzer beeps and the cursor 

stops. This circle does not appear red for natural stopping of  the cursor by eye movement.The eye movement 

and its circuitry required two 1.5 V batteries ,three 9V batteries. The camera used, is  USB camera which can 

be straightly plugged in and canbe used. The camera drivers should be loaded in the system before using. 

7. CONCLUSION : 

 

                         This paper is aim for the cursor control using eye ball movement.Without using the hands we 

can operate the computers by eye movement.This technology is contracted to replace the conventional 

computer screen pointing device for the use of physically handicapped persons. The movement of mouse 

pointer by automatically adjusting the position of eyesight. Without the help of other person they can use the 

computers and workin it. This work can be extended to implement to produce efficient movements to perform 
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the click events and also cover the total mouse function of the system and the total human-computer interface 

using eye blink. Technology also extended to the eyeball movement and eye blinking to get efficient and 

accurate result. 

 

8. FUTURE ENHANCEMENT: 

  

                          Human Computer Interfaces have an enormous scope in near future. There are three aspects as 

far as future enhancements are concerned.  

 Making of Sophisticated Software by which one can paint, chat and play virtual games.  

 Use of other areas of scalp for EOG acquisition.  

 Make a sophisticated product that can be implemented in fighter jets. Pilot just has to point the target 

with the eyes and press the trigger when target becomes under the range. It will be highly appreciated 

since the eye movement is more fast and accurate than just the hand movement.  
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