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Abstract  

Intrusion detection system is the system of preventing the intruders to getting 

inside either knowingly or unknowingly. Intrusion detection systems act as a 

barrier for various attacks that are made in the network. The performance of the 

intrusion detection system is based on the classification accuracy and false positive 

rates. It is the challenge in today's world of network to design an intrusion 

detection system with the highest detection rate with low false positives. With a 

thorough survey on the intrusion detection system and the machine learning 

algorithms, in this paper bagging ensemble method of machine learning is 

concluded to be used. Decision trees make good candidates for combining because 

they are structurally unstable classifiers, and produce diversity in classifier 

decision boundaries. Small perturbations in training data set can result in very 

different model structures and splits. The model is based on the misuse detection 

and uses c4.5 classifier. Hence, the proposed model will be accurate and simple 

owing to the usage of decision tree classifier. 

 

 

Keywords: Ensemble, Decision tree, Intrusion detection. 

   

1 Introduction  

In recent years, there has been an explosion discussing how to combine models or 

model predictions and the reduction in model error that results. By combining 

predictions, more robust and accurate models nearly always improve without the 

need for the high-degree of fine tuning required for single-model solutions. 

Typically, the models for the combination process are drawn from the same 

algorithm family (decision trees), though this need not be the case. Bagging 

combines outputs from decision tree models generated from bootstrap samples 

(with replacement) of a training data set. Models are combined by simple voting of 
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the individual model output predictions. Bagging takes the base classifier and 

training set as its input. Decision trees use “stair-step” decision boundaries 
produced by if-then rules. Combining decision tree models has the positive benefit 

of smoothing these decision regions, thus improving the robustness of the 

classifier. Boosting and bagging are almost used exclusively with decision trees in 

the research and software products today. Since, the supervised algorithms are 

commonly described as performing the task of searching through a hypothesis 

space to find a suitable hypothesis that will make good predictions with a particular 

problem. Even if the hypothesis space contains hypotheses that are very well-

suited for a particular problem, it may be very difficult to find a good one. 

Ensembles combine multiple hypotheses to form a better hypothesis. The 

term ensemble is usually reserved for methods that generate multiple hypotheses 

using the same base learner. The broader term of multiple classifier systems also 

covers hybridization of hypotheses that are not induced by the same base learner. 

Evaluating the prediction of an ensemble typically requires more computation than 

evaluating the prediction of a single model, so ensembles may be thought of as a 

way to compensate for poor learning algorithms by performing a lot of extra 

computation. Fast algorithms such as decision trees are commonly used with 

ensembles. Bootstrap aggregating, often abbreviated as bagging involves having 

each model in the ensemble vote with equal weight. In order to promote model 

variance, bagging trains each model in the ensemble using a randomly drawn 

subset of the training set. The proposed model uses the bagging ensemble method 

of machine learning to design an intrusion detection system wherein the decision 

trees are used as a base classifier. 
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               Fig 1.  Classifications of intrusion detection systems  

This paper is composed of   7 sections. Section 1 deals with the introduction. 

Section 2 is about the existing model and proposed model of intrusion detection 

system. Section 3 deals about system architecture. Section 4 explains the bagging 

ensemble. Section 5 deals with the results and Section 6 is  about Conclusion. 

 

2 Intrusion Detection Systems 

2.1 Existing System 

Genetic algorithm weight extraction algorithm is used in the optimization of 

weights between the neurons of ANN to identify the intrusion in an efficient 

manner. In particular, several Neural Networks based approaches were employed 

for Intrusion Detection. Several Genetic Algorithms (GAs) has been used for 

detecting Intrusions of different kinds in different scenarios [6][7] [8] [9]. GAs 

used to select required features and to determine the optimal and minimal 

parameters of some core functions in which different AI methods were used to 

derive acquisition of rules [10] [11] [12]. In [13], authors presented an 

implementation of GA based approach to Network Intrusion Detection using GA 

and showed software implementation. The approach derived a set of classification 

rules and utilizes a support-confidence framework to judge fitness function. In 

[14], authors designed a GA based performance evaluation algorithm for network 
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intrusion detection. The approach uses information theory for filtering the traffic 

data. In [15], authors used the BP network with GAs for enhancement of BP; they 

used some types of attack with some features of KDD data. A back-propagation 

Neural Network was used [16], authors used all features of KDD data, the 

classification rate for experiment result for normal traffic was 100%, known 

attacks were 80%, and for unknown attacks were 60%. 

Disadvantages: 

 This system will not give accurate results.  

 It cannot predict the correct user activity. 

 Compared with the proposed one the process level is low. 

 

2.2 Proposed system 

Genetic Algorithm is chosen to make this intrusion detection system. This section 

gives an overview of the algorithm and the system.  Genetic Algorithm (GA) is a 

programming technique that mimics biological evolution as a problem-solving 

strategy [17]. It is based on Darwinian’s principle of evolution and survival of 
fittest to optimize a population of candidate solutions towards a predefined fitness 

[7]. GA uses an evolution and natural selection that uses a chromosome-like data 

structure and evolve the chromosomes using selection, recombination and 

mutation operators [7]. The process usually begins with randomly generated 

population of chromosomes, which represent all possible solution of a problem 

that are considered candidate solutions. From each chromosome different 

positions are encoded as bits, characters or numbers. These positions could be 

referred to as genes. An evaluation function is used to calculate the goodness of 

each chromosome according to the desired solution; this function is known as 

“Fitness Function”. During the process of evaluation “Crossover” is used to 
simulate natural reproduction and “Mutation” is used to mutation of species [7]. 
For survival and combination the selection of chromosomes is biased towards the 

fittest chromosomes. When we use GA for solving various problems three factors 

will have vital impact on the effectiveness of the algorithm and also of the 

applications [18]. They are: i) The fitness function; ii) The representation of 

individuals iii) The GA parameters. The determination of these factors often 

depends on applications and/or implementation. Also all the three steps of 

generating new population from old population are depicted. The process of 

generating new population from old population includes selection, crossover, and 

mutation. If new population is not feasible then quit, otherwise again repeat the 
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generation process. This system can be divided into two main phases: the pre 

calculation phase and the detection phase. Following are the major steps in pre 

calculation phase, where a set of chromosome is created using training data. This 

chromosome set will be used in the next phase for the purpose of comparison. 

C4.5 is an algorithm used to generate a decision trees and an extension of 

Quinlan's earlier ID3 algorithm. The decision trees generated by C4.5 can be used 

as a statistical classifier, since it is best in classification. It uses the concept of 

information entropy and builds the decision trees similar to the ID3 algorithm. At 

each node of the tree, C4.5 chooses the attribute of the data that most effectively 

splits its set of samples into subsets enriched in one class or the other. The 

splitting criterion is the normalized information gain (difference in entropy). The 

attribute with the highest normalized information gain is chosen to make the 

decision. The C4.5 algorithm then recurs on the smaller sub lists. Neural 

Networks (NNs) have attracted more attention compared to other techniques. That 

is mainly due to the strong discrimination and generalization abilities of Neural 

Networks that utilized for classification purposes [19]. Artificial Neural Network 

is a system simulation of the neurons in the human brain [20]. It is composed of a 

large number of highly interconnected processing elements (neurons) working 

with each other to solve specific problems. Each processing element is basically a 

summing element followed by an active function. The output of each neuron (after 

applying the weight parameter associated with the connection) is fed as the input 

to all of the neurons in the next layer. The learning process is essentially an 

optimization process in which the parameters of the best set of connection 

coefficients (weights) for solving a problem are found [21]. An increasing amount 

of research in the last few years has investigated the application of Neural 

Networks to intrusion detection. If properly designed and implemented, Neural 

Networks have the potential to address many of the problems encountered by rule-

based approaches. Neural Networks were specifically proposed to learn the typical 

characteristics of system’s users and identify statistically significant variations 
from their established behaviour. In order to apply this approach to Intrusion 

Detection, I would have to introduce data representing attacks and non-attacks to 

the Neural Network to adjust automatically coefficients of this Network during the 

training phase. In other words, it will be necessary to collect data representing 

normal and abnormal behaviour and train the Neural Network on those data. After 

training is accomplished, a certain number of performance tests with real network 

traffic and attacks should be conducted [22]. Instead of processing program 

instruction sequentially, Neural Network based models on simultaneously 
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explorer several hypotheses make the use of several computational interconnected 

elements (neurons); this parallel processing may imply time savings in malicious 

traffic analysis .  KDD 99 data set are used as the input vectors for training and 

validation of the tested neural network. It was created based on the DARPA 

intrusion detection evaluation program. MIT Lincoln Lab that participates in this 

program has set up simulation of typical LAN network in order to acquire raw 

TCP dump data. They simulated LAN operated as a normal environment, which 

was infected by various types of attacks. The raw data set was processed into 

connection records. For each connection, 41 various features were extracted. Each 

connection was labelled as normal or under specific type of attack. There are 39 

attacker types that could be classified into four main categories of attacks:  DOS 

(Denial of Service): an attacker tries to prevent legitimate users from using a 

service. E.g. TCP SYN Flood, Smurf (391458 record). Probe: an attacker tries to 

find information about the target host. For example: scanning victims in order to 

get Knowledge about available services, using Operating System (4107 record). 

U2R (User to Root): an attacker has local account on victim’s host and tries to 
gain the root privileges (52 records). R2L (Remote to Local): an attacker does not 

have local account on the victim host and try to obtain it (1124 records). 

Advantages:  

 It is used to improve Accuracy classification performance. 

 It is used to predict movement accuracy. 

 It is sufficient. 

 It will be make new population. 

 It produces low false positives. 

 The model building time is low. 

 It takes the advantages of the ensemble machine learning method where 

bagging is the added credit the system. 

 

3 System Architecture 
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      Fig 2. Process flow of the behaviour based bagging IDS  

4 Bagging Ensembles 

4.1 Features Selection 

The available data sets to build the intrusion detection system are the DARPA 

1998, NSL –KDD 99, KDD. The training data set that is being used in this work is 

the NSL -KDD 99.There are totally 41 features that have been suggested by the 

NSL-KDD. The usage of all the features will result in less accuracy and more 

model building time. Hence, only 15 features are decided to be used to get the 

highest accuracy and low model building time. To prune the features we do pre 

processing since the feature selection has the advantages such as reducing 

dimension, boosting generalization capability, accelerate learning and model 

interpretation. The feature selection is done using the genetic algorithm.   
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                               Fig 3. KDD 1998 Data set in form of csv 

 
                  

4.2 Pre processing 

This process is first convert comma separated values(csv) file to text. Then it will 

be remove unwanted data from text file. The pre processing involves the technique 

called categorical encoding. By which the non numeric values will be converted 

into numeric by arbitrarily assigning values to each category. This pruning 

techniques helps in time conception and memory conception . The processed data 

set is then loaded into the database. Then the data is normalized by using the 

values of the attribute. The normalization is the act of enclosing the values of the 

attributed to a specific range to minimize the complexity involved in dealing with 

data spread over an absolute range and type of values. The normalization is carried 

out using the below formulae, 

  

V`=((V-min A)/(max A-min A)) * ((new max A-new min A) + new min A)   

 

Where, 

 V` is the value of the attribute after normalization. 

 V   is the value of the attribute before normalization. 
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 min A is the minimum value of the attribute observed. 

 max A is the maximum value of the attribute observed.  

 new min A is the minimum value of the attribute at new range. 

 new max A is the maximum value of the attribute at new range. 

A is the attribute. 

 

 
 

              Fig 4. Data set after pre processing (ie) Featured data set. 

 

4.3 Genetic algorithm: 
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Genetic algorithm uses global optimization searching and simulates the 

behaviour of evolution process in nature. It maps the searching space 

into genetic space. In genetic algorithm, a chromosome (also sometimes 

called a genotype) is a set of parameters which define a proposed 

solution to the problem. The chromosome is often represented as a 

simple string; although a wide variety of other data structures are also 

used. The chromosomes are estimated according to fitness function. 

 
           Fig 5. Flow of the Genetic Algorithm 

  

4.4Neural Networks: 

A typical neural network has anything from a few dozen to hundreds, thousands, or 

even millions of artificial neurons called units arranged in a series of layers, each 

of which connects to the layers on either side. Some of them, known as input units, 

are designed to receive various forms of information from the outside world that 

the network will attempt to learn about, recognize, or otherwise process. Other 

units sit on the opposite side of the network and signal how it responds to the 

information it's learned; those are known as output units. 

 

  

4.5 Performance Analysis: 
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An attack pattern, which may be an attacker-specific pattern or a pattern commonly 

used by attackers, can be identified in the same method. Similarly, an attack 

pattern that an attacker frequently submits but others have seldom or never 

submitted will be considered as one of the attacker’s representative attack patterns 
and will obtain a high similarity weight. Hence, signatures collected in an attacker 

profile can be classified into common signatures and attacker-specific signatures. 

The latter can be used to identify who the possible attackers are when a protected 

system is attacked by attacker-specific signatures. 

 

 

 

Fig 6. Result of decision tree classification algorithm in form of bar 

chart 

 

5 Results 

 

 Positive Negative 

True 32.0 40.0 

False 37.0 25.0 

 

Table 1. Prediction 

 

 

ACCURACY ANALYSIS  VALUE 
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Sensitivity 21.0 

Specificity 0.181176 

True Prediction 0.44 

False Prediction 0.2566 

 

Table 2.  Analysis  

 

6 Conclusions 

        In this work, the proposed an IDS system is used to detect various types of 

attacks with high accuracy and low false positives. The proposed system is 

providing both type of functionality in one system which is improving overall 

efficiency of the existing IDS. In future we will we work on network layers 

protocol and try to find attack on network layers that mean in this layers what type 

of attack will perform and how we can protect from or prevent them.  

       The proposed IDS system to detect various types of layers attacks like 

application layer, transport layer and abnormal packets in N/W IDS and 

additionally in Host IDS UN-authorize accessing and login/logout failed. The 

proposed system is providing both type of functionality in one system which is 

improving overall efficiency of the existing IDS. In future we will we work on 

network layers protocol and try to find attack on network layers that mean in this 

layers what type of attack will perform and how we can protect from or prevent 

them. The score-based multi-cyclic SR algorithm outperformed the multi-cyclic 

CUSUM procedure. Lastly, as a possible improvement of any change point 

detection-based anomaly detector, we proposed to complement the latter with a 

signature-based spectral ID. This approach will allow filtering false alarms 

reducing the false alarm rate to a minimum and simultaneously guaranteeing 

prompt detection of real attacks. 
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