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Abstract— The inconsistency between textual features and visual 
contents can cause poor image search results. To solve this problem, 
click features, which are more reliable than textual information in 
justifying the relevance between a query and clicked images, are 
adopted in image ranking model. However, the existing ranking 
model cannot integrate visual features, which are efficient in refining 
the click-based search results. In this paper, we propose a novel 
ranking model based on the learning to rank framework. Visual 
features and click features are simultaneously utilized to obtain the 
ranking model. Specifically, the proposed approach is based on large 
margin structured output learning and the visual consistency is 
integrated with the click features through a hypergraph regularizer 
term. In accordance with the fast alternating linearization method, we 
design a novel algorithm to optimize the objective function. This 
algorithm alternately minimizes two different approximations of the 
original objective function by keeping one function unchanged and 
linearizing the other. We conduct experiments on a large-scale dataset 
collected from the Microsoft Bing image search engine, and the 
results demonstrate that the proposed learning to rank models based 
on visual features and user clicks outperforms state-of-the-art 
algorithms 
.Index Terms—Click,  Magnanimous , learning to rank. 

 

 
I. INTRODUCTION 

L 
EARNING to rank has been widely adopted in the fields 

of information retrieval, data mining, and natural lan- 

guage processing. In general, given a query, the learning to 
rank system retrieves data from the collection and returns 

the top-ranked data. A model f = (q, d) can be used to 

describe the ranking assignment, where q represents a 

query The learning to rank approach has also been widely used in 

image retrieval. The query dependent features for each image are     

extracted from textual information to describe the relation- ship   

between a query and an image. The textual information 
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and d denotes a data sample. Learning to rank has extensive 

uses in retrieving documents, searching definitions, answering 

questions, and summarizing documents [1]. Traditionally, the 

ranking model f = (q, d) is manually created without training, 

as in the case of the BM25 ranking function [2]. This model 

describes f = (q, d) by a conditional probability distribution 

p(r|q, d). Here, r is assigned with a binary value (1 or 0), and 
denotes relevance and irrelevance, respectively. To take doc- 

ument retrieval as an example, the probability model can be 

constructed using the frequency of words shown in the query 

and the document. The training stage is therefore unnecessary. 

Ranking has recently come to be regarded as a learning 

problem and some machine learning algorithms [3]–[6] have 

been applied to it. In these methods, the training data is for- 

mally described through pairs: x
q
i
,l

q
i , where q denotes 

the query number and i denotes the document number for 

query q. x
q
i represents the feature vector, and liq is its relevance 

label. To measure the performance of a search engine, the 

discounted cumulative gain (DCG) has been widely adopted 

to evaluate relevance in the context of search engines [7]. 

Treating learning to rank as either a regression or classi- 

fication problem, Cossock and Zhang [4] formulated this 

problem using the objective function of a regression model, 

obtained through pointwise operations. However, these meth- 

ods neglect the preference relationship that exists among the 

documents. To solve this problem, a method called the pair- 

wise approach [8], [9] has been proposed and successfully 

used in document retrieval. This approach collects document 

pairs from the ranking lists, and assigns a label to each pair that 

describes the relative relevance of the two documents. It then 

trains a classification model with the labeled data and adopts 

it for ranking. Though the training samples of document pairs 

can be collected easily, the objective of learning is formalized 

as optimizing errors in the classification of document pairs, 

rather than optimizing errors in the ranking of documents [10]. 

To deal with this problem, listwise approaches [11], [12] have 

been proposed to learn a ranking function by adopting sepa- 

rate lists as samples. The loss function is formulated on the 

predicted list and the ground-truth list. 

The learning to rank approach has also been widely used in 

image retrieval. The query dependent features for each image 

are extracted from textual information to describe the relation- 

ship between a query and an image. The textual information 

sources include the title, the surrounding text, the HTML alter- 

native texts, or the titles of the host webs. A ranking model 

is then obtained from the textual features and the manually
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labeled training set. In practice, the famous image search 

engines of Google, Yahoo!, and Bing adopt textual information 

to index web images. Although the performance is acceptable 

for many queries, the accuracy of retrieved images is still not 

high in most cases. The probable mismatch between the con- 

tent of an image and the text from a web page is a major 

problem. The extracted text does not always precisely describe 

the characteristics of the image content, as required by the 

query. One feasible solution to address this problem is to inte- 

grate visual information of images [42]–[44], [46], [48]–[50] 

into the rank learning framework [45], [47]. The query related 

features can be extracted to represent the relationship between 

the query and the visual contents, and the textual features 

can then be integrated with them. Hua and Qi [13] pro- 

posed a novel online multilabel learning approach to enable 

efficient semantic concept annotation in image search. The 

results of concept detection can be conveniently utilized by 

existing ranking models; however, it is infeasible to obtain 

a satisfactory concept detector for each query term due to 

the complexity of both the semantic concepts and the visual 

content. 

Another feasible solution for combining visual information 

is visual reranking [14], [15], [39], [40], which combines both 

the textual and visual information and returns visually sat- 

isfying retrieved results. Hence, the ranking list of images 

obtained from the text-based search can be regarded as a 

reasonable baseline with certain noises. The visual informa- 

tion of the images is then adopted to shift the related images 

to the top of the ranking list; thus, visual reranking only 

adopts the visual information to refine the text-based results 

rather than assisting the learning process of the text-based 

ranking model. Many existing reranking methods are based 

on implicitly adopting pseudo-relevance feedback (PRF); for 

instance, Yan et al. [16] proposed a classification-based 

method which utilizes uppermost images as pseudo-positive 

and undermost images as pseudo-negative examples to train a 

classifier and conduct reranking. Hsu et al. [17] also adopted 

the pseudo-positive and pseudo-negative images to develop a 

clustering-based reranking method. However, visual rerank- 

ing methods cannot successfully relegate irrelevant images 

which have originally been allocated a high rank, and suf- 

fer from an unreliable original ranking list because the textual 

information cannot accurately describe the semantics of the 

queries. 

Instead of textual information, user click has recently been 

used to measure the relationship between queries and retrieved 

objects [18], [19], because a number of research works have 

found that click is more reliable [20] than textual information 

in justifying the relevance between a query and clicked objects. 

In this paper, we present a novel ranking model which suc- 

cessfully applies visual features and click features to image 

retrieval. We call this model visualand click features based 

learning to rank (VCLTR). Our approach can handle the prob- 

lems of textual features, i.e., the semantic gaps in describing 

the relevance between images and query, and can also over- 

come the drawbacks of visual reranking, i.e., the noise spread 

and the inability to relegate irrelevant images that have ini- 

tially been ranked in a high position. Using the click features 
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creates a robust and accurate ranking model, and adopting the 

visual features will further enhance the model’s performance. 

There are two important issues in proposing a novel image 

ranking model. First, the ranking of images is determined 

according to the interactions between those images. The 

ranking result is a structured list, but traditional learning algo- 

rithms cannot handle the structured result. Second, unlike 

click features, which are extracted according to specific query, 

visual features are obtained from images regardless of queries. 

Therefore, the traditional learning to rank approaches cannot 

be used directly. Accordingly, we propose a new objective 

function for our learning to rank model under the framework 

of large margin structured output learning [21]. Specifically, 

there are two terms in the objective function: the click fea- 

tures are integrated in terms of a linear model, and the visual 

features are considered in terms of a hypergraph regular- 

izer [22], [33], [34], [36]–[38], [51] which captures high-order 

relationships in building the graph. It is nontrivial to directly 

solve this problem. In accordance with the fast alternating 

linearization method (FALM) [23], we design a novel algo- 

rithm to optimize the object function. This algorithm can 

alternately minimize two different approximations of the orig- 

inal objective function by keeping one function unchanged 

and linearizing the other. The experiments are conducted 

on a large-scale dataset collected from a commercial web 

image search engine, and the results demonstrate excellent 

performance by the proposed method. 

In summary, the contributions of this paper are threefold. 

1) First, we propose a novel learning to rank model called 

VCLTR which jointly considers visual features and click 

features in image retrieval. A robust and accurate rank- 

ing model can be built by using the click features, and 

the visual features are effective in further enhancing the 

model’s performance. 

2) Second, by integrating the visual features and click fea- 

tures, we design a novel objective function, in which 

the terms hypergraph regularizer and linear model are, 

respectively, adopted to take these two features into 

consideration. We then design a novel optimization algo- 

rithm based on FALM to efficiently solve the objective 

function. 

3) Finally, the proposed VCLTR is evaluated over a large- 

scale and practical image search dataset, in which the 

click features are collected from real web users. The 

experimental results suggest the effectiveness of our 

method. 
 

II. RELATED WORK 

In this section, we first provide basic notations for the 

algorithm in this paper and then introduce definitions about 

structure learning. 
 

A. Basic Notations 

In this paper, we assume that an image is represented by 

both click information and visual information. The query set 

for the ranking model can be defined as Q. For a specified 

query j in the set qj∈ Q, it is defined as a triplet: {cj, xj, rj}. 
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Fig. 1. Framework of click-based image ranking with hypergraph learning. (a) Training set construction using initial ranked image lists. (b) Construction of 

multiple hypergraphs from different visual features. (c) Building 50-dimensional click features. (d) Optimization of linear model w through fast alternating 

linearization. There are two iterative stages: optimizing smooth term and optimizing nonsmooth term. (e) Ranking the images from new queries. 

 

 

Here, cj= c1j , . . . , cNjj∈ C are the query dependent click 

features; xj= x1j , . . . , xNjj∈ X represents the visual fea- 

tures; rj= r1j, . . . , rNjj∈ R describes the results of ranking 

 

 

are interdependent. Therefore, we can adopt the large margin 

structured output learning framework [21] to formulate the 

rank learning problem. As shown in [21], given the query with 

click features cj, the ranking function can be defined as 

according to the labels by human experts. Njis the number 

of images corresponding to the query j. In this case, cij ∈ RD
c, 

r = ψ cj= arg max 
r∈R 

cj, r; w (2) 

xij ∈ RD
x , rij ∈ R are the Dcdimensional click features, Dx 

dimensional visual features and the ranking result of image i 
according to query qj. In general, we can denote the ranking 

function as f : C × X → R, which projects the click and visual 

feature spaces C × X to the ranking space R. Therefore, the 

aim of rank learning is to obtain the optimal ranking func- 

tion f. The expected ranking loss in the training set Q can be 

defined as 

where w is the model parameter vector. cj, r; w can be 

defined as a linear function of w in 

cj, r; w = wTθ cj, r (3) 

where θ cj, r projects the click feature cjand the ranking 
j 

j 

prediction r into real values. We use θ cj, r =
N
i=1

c
i
r
i, 

and then (3) can be rewritten as 
 
L 

Q
(f ) = 

1 

N 

N  

L rj, f cj, xj 

 

(1) 
r = arg max u j Tr 

r∈R 

(4) 

j=1 

where the function L rj, r estimates the loss of the ranking 

result r = f cj, xjwith the ground-truth rj. The scale of 

query Q is N. 
 

B. Structure Learning for Ranking 

According to the elaborations in [21], the ranking result is 

structured because the ranks of different images for a query 

where uj= [wTc1j, . . . , wTcNjj] denote the score list of the 

images for the query qj. Intuitively, the cosine angle between 
the score list ujand r are maximized to make the direction of 

r comply with uj/ uj. 

III. OUR P ROPOSED LEARNING TO RANK MODEL 

Because click features are noisy, the click-based ranking 

model of (2) does not perform well in visual search. In this 
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paper, we propose a novel ranking model which utilizes visual 

features and click features to support the ranking model learn- 

ing. The basic assumption is that relevant images for a query 

should obtain the characteristic of visual consistency, and 

visually similar images should obtain a similar ranking out- 

put. Fig. 1 provides the details of the proposed algorithm. 

First, groups of images with their ranks are collected to form 

the training set. Then, we collect 50-dimensional click fea- 

tures (including click count and hover count) corresponding 

to these images, and build multiple hypergraphs from the 

visual features of the images. Fast alternating optimization is 

conducted to obtain the model w, which is used for the rank- 

ing of new queries. The smooth and nonsmooth terms in the 

objective function are separately solved through two iterative 

stages: optimizing the smooth term (the closed form solution is 

obtained by setting the partial derivative to zero) and optimiz- 

ing the nonsmooth term (using the cutting plane algorithm). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Here, Sim (xmj,xnj)defines the similarity between xmjand 

xnj , and Gmnj is a simple graph [24] by employing k-nearest- 
neighbor (KNN) or epsilon-ball strategy to define the neigh- 

borhood relationship N (•). The introduced term R(Gj, r) in 

(5) aims to constraint that visually similar images are assigned 

with consistent rankings, and its definition can be achieved 

from various perspectives. 

The graph based Laplacian proposed by [24], is a well- 

known regularizer that utilizes the manifold geometric of the 

marginal distribution information underlying the data features 

to boost the learning task. The geometric information is for- 

mally modeled by a graph consistency term, which under our 

visual consistency setting is defined as 
 

argminr∈R
RGj, r 

Nj 

= argminr∈R
1
Gmnj(rm− rn)2 

Important notations used in this paper are presented in Table I. 2 m,n=1 

 

A. Problem Formulations 

Since some noises exist in click features, the click only 

 

= argminr∈R 

Nj 

 

m=1 

 

Gmnr2
m − 

Nj 

 

m,n=1 

 

Gmnrmrn 

ranking model as shown in (3) is insufficient for the visual 

search. It is assumed that relevant images for a query should 
= argminr∈R

r
TLLap

j

r (7) 

have the visual consistency property. Based on the assumption, 

we will prefer a ranking list that is not only the relevant from 

the click feature perspective, but also possessing a high visual 

consistency. Inspired by the graph based Laplacian [24], the 

proposed model takes the following form: 

r = argmaxr∈R
w, cj, xj, r 

= argmaxr∈R
w

T θ cj, r − λR Gj, r (5) 

where λ > 0 is a tuning parameter to balance the click rel- 

evance wTθ cj, r and the visual consistency term R Gj, r . 

Gjrepresents the adjacency graph which measures the simi- 

larities between each pair of images, with the elements defined 

as 

where LLapj is the Laplacian matrix of the graph. The incorpo- 

ration of this term into the ranking function will drive visually 

similar documents to be assigned with similar rank predictions, 

which implements our visual consistency objective. Since the 

problem in (7) is a minimization problem, we need to add 

minus before it to incorporate it with (3), which is a maxi- 

mization problem. Therefore, we obtain the objective function 

(5), which can be rewritten as 
 

r = argmaxr∈R
w, cj, xj, r 

= argmaxr∈R
w

T θ cj, r − λ rTLLapjr. (8) 

j j j j The graph based Laplacian methods [24] consider only the 

Gmnj=Sim xm, xn, if xn∈ N xm 
(6) pairwise relationship between two samples and ignore the rela- 

0, otherwise. tionship in a higher order. For instance, from a graph we 
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We use Dvand Deto denote the diagonal matrices of vertex 

degrees and hyperedge degrees, respectively. Let W repre- 

sent the diagonal matrix of the hyperedge weights. According 

to [22], the regularizer on the hypergraph is defined by 

 (r) =
1
 

ω (e) H (vi, e) H vj, e 

2 e∈E vi,vj∈V 
⎛ 

⎝ √
r
vi 

δ (e) 
 

−
r
vj 

⎞2 

⎠ 

 

 

 
(12) 

d (vi) d vj 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Hypergraph construction. (a) Vertices set V and the hyperedge set E. 

(b) Hypergraph which completely illustrates the complex relationships among 

vertices. 

where viand vjare two selected vertices. According to the defi- 

nitions in [22], the hypergraph Laplacian can be constructed by 

LhyperLap
=I− , where = D−v(1/2)HWD−e1HTD−v(1/2). The 

hypergraph Laplacian LhyperLap can be used in (8) to replace 
graph based Laplacian matrix. 
 

B. Learning w 

We adopt the large margin structured output learning [21] 

framework to estimate the model parameters w in (8). This 

framework can handle the learning of complex and structured 

outputs like trees, sets and ranking lists. Based on the labeled 

training set Q, we want to obtain a weight vector w so that the 

ranking model can perfectly predict the ranks of the images 

for the queries in Q. Slack variables [35] are introduced to 

accommodate the noises in the training data, and the proposed 

learning problem is defined as follows: 

|Q| 

min 1 w2+ C ξ j 

can easily find two close samples according to the pairwise w,ξ 2 j=1 

similarities, but it is not easy to predict whether there are 

three or more close samples. Essentially, modeling the high- 

order relationship among samples will significantly improve 

ranking performance. Hypergraph learning [22] can address 

this problem. Unlike a graph [24] that has an edge between 

two vertices, a set of vertices is connected by a hyper- 

s.t. ∀qj∈ Q, ξ j ≥ 0, ∀r = rj 

w, cj, vj, rj− w, cj, vj, r ≥ rj, r − ξ j (13) 

where C > 0 is the trade-off parameter to balance the model 

complexity w2and the upper bound of the prediction loss 
|Q| 

edge in a hypergraph. The following notations are used to 

describe the hypergraph learning. Let V denote a finite set of 

objects, and let E be a family of subsets e of V such that 

e∈E
=V . The details of hypergraph construction is shown 

in Fig. 2. Hence, a hypergraph G = V , E , ω is formed 

by the vertex set V , the hyperedge set E , and the hyper- 

edge weight vector ω. Here, each hyperedge eiis assigned a 

weight ω (ei). A V ×|E | incidence matrix H denotes G with 
elements 

j=1 ξ j.r
j, r is the ranking loss function to measure the 

loss between the prediction r and the ground truth rj. 
The direct optimization of (13) is nontrivial. In this part, we 

adopt the fast alternating linearization method (FALM) [23] 
to solve this problem. This algorithm can alternatively min- 
imize two different approximations of the original objective 
function, obtained by keeping one function unchanged and 
linearizing the other. According to [23], we can separate the 

original function into two parts as 
1 

H (v, e) =
1
if v ∈ e 

 

(9) 
f (w) = 

2 
w 2 (14) 

0 if v ∈/ e. 

Based on H, the vertex degree of each vertex v ∈ V is 

d (v) = ω (e) H (v, e) (10) 

and 
 

g (w) = C 

|Q| 

 

j=1 

 

 

ξ j 

e∈E 

and the edge degree of a hyperedge e ∈ E is 

δ (e) = H (v, e). 

v∈V 

 

 

 

 
(11) 

s.t. ∀qj∈ Q, ξ j ≥ 0, ∀r = rj 

w, cj, vj, rj− w, cj, vj, r ≥ rj, r − ξ j.(15) 

Thus, we can transform the initial problem in (13) as 

min{f (w) + g (z) : w − z = 0}. (16) 

 



V.MODULES 

 The project contains six modules. They are, 

 User Endorsement  

 Training Data Set 

 Semantic chain transitions 

 Clustering Keywords With Weight Vector  

 Efficient Search Result 

 Report 

 User Wise Mining 

 Image Utilization 

 

A.USER ENDORSEMENT 

User Endorsement is the initial module in this 

application. The new user has to do the registration process to 

access the application in online. The registration process 

includes username, password, address, phone etc. Once the 

registration process is completed successfully the user can 

login with the username and password and then image search 

is performed.  

B.TRAINING DATA SET 

        During the training phase of the system the images are 

considered with no annotation. The images are loaded with 

certain similarity of keywords. As the users issue queries and 

the images is picked based on the similarity measure between 

the user query and the web page information. The system 

automatically identifies the similarity images based on the 

Meta information. The user never annotates the images 

explicitly, this happens by the system transparently from the 

user. The system uses the annotations available from the 

training phase but also the keyword relevance probability 

weights also evaluated during the training phase to return 

images that better reflect the users preferences and improve 

user satisfaction. 

C.SEMANTIC CHAIN TRANSITIONS 

The user implicitly relates the retrieved 

(downloaded) images to user query. The semantic chain 

transitions in the order of the keywords the aim of the 

proposed approach is to quantify logical connections between 

keywords. If some user relates image to his query, where 

keyword follows keyword and this occurs m times, then the 

one step transition probability is being updated this procedure 

constructs a sequence chain where each keyword corresponds 

to a state. Each time a keyword appears in a query, its state 

counter is advanced; if another keyword follows in the same 

query, their interstate link counter is also advanced. The 

occurrences of the keywords but also the sequencing of these 

occurrences is both measured this way. The queries pertaining 

to an image are batch processed for this image, the counters 

are advanced, and the probabilities are updated as efficient 

results. 

D.CLUSTERING KEYWORDS WITH WEIGHT VECTOR 

In this module, the relation between the image and 

the keyword mapped in the sequence transactions are 

aggregation here. By clustering the keyword space into 

similar keywords fast retrieval can be performed. For this 

purpose, the Aggregate sequence indexing known as weight 

of all the queries asked by all users regardless of the selected 

images is constructed in this step. The kernel of this process is 

calculated in a similar to the previous step even though a 

kernel it will be used to cluster the keyword space rather than 

estimating an explicit probability distribution, hence the  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

purpose of the aggregate sequence is to model keyword 

relevance. So the optimization is performed. The aggregate sequence 

will be used to cluster the keyword space and define explicit  

relevance links between the keywords by means of this clustering. 

E.EFFICIENT SEARCH RESULT 

 The Efficient Search Result is the final module in this 

project. Here user submits the query to retrieve the respective image 

they required. The server process the high level image retrieving 

techniques such as the aggregate sequence transaction and clustering 

is performed based on the keyword aggregation using semantic 

indexing and checks the relationship between the image and the 

keyword and shortlist the unwanted images and efficient search result 

will be displayed to the user.  

F.REPORT 

 Report is the final module in this application. Here the user 

wise mining and maximum utilization of image in the search process 

is taken as the report for future transaction. In the user wise mining the 

favorite type of image of an individual can be identified. In the image 

utilization process the images maximum downloaded by the end user 

is identified.  

VI.BLOCK DIAGRAM 

 

A method called the pair wise approach has been proposed and 

successfully used in document retrieval. This approach collects 

document pairs from the ranking lists, and assigns a label to each pair 

that describes the relative relevance of the two documents. It then 

trains a classification model with the labeled data and adopts it for 

ranking. Though the training samples of document pairs can be 

collected easily, the objective of learning is formalized as optimizing 

errors in the classification of document pairs, rather than optimizing 

errors in the ranking of documents. To deal with this problem, list 

wise approaches have been proposed to learn a ranking function by 

adopting separate lists as samples. The loss function is formulated on 

the predicted list and the ground-truth list. 

In this paper, a novel framework is proposed for image re-

ranking. Instead of manually defining a universal concept dictionary, 

it learns different semantic spaces for different query keywords 

individually and automatically. The semantic space related to the 

images to be re-ranked can be significantly narrowed down by the 

query keyword provided by the user. For example, if the query 

keyword is “apple,” the concepts of “mountain” and “Paris” are 



irrelevant and should be excluded. Instead, the concepts of 

“computer” and “fruit” will be used as dimensions to learn the 

semantic space related to “apple.” The query-specific 

semantic spaces can more accurately model the images to be 

re-ranked, since they have excluded other potentially 

unlimited number of irrelevant concepts, which serve only as 

noise and deteriorate the re-ranking performance on both 

accuracy and computational cost. The visual and textual 

features of images are then projected into their related 

semantic spaces to get semantic signatures. At the online 

stage, images are re-ranked by comparing their semantic 

signatures obtained from the semantic space of the query 

keyword. The semantic correlation between concepts is 

explored and incorporated when computing the similarity of 

semantic signatures. 

VII.CONCLUSION  

Growth in content-based retrieval has been 

unquestionably rapid. In the recent years, more than 200 

content-based retrieval systems have been developed, the 

majority of which are based on low level features. In 

particular, they can be classified into two main categories: 1) 

those that perform semantics mining based on the analysis of 

textual information associated to images, such as annotations, 

assigned keywords, captions, alternative (alt) text in html 

pages or surrounding text, and 2) those that are based on the 

extraction of low-level visual features such as color, texture in 

order to perform alignment, classification, browsing, 

searching, summarization, etc. in image collections. Methods 

of the first category depend on laborious annotation, while the 

latter methods usually cannot effectively capture semantics. 

The similarity measures between visual features do not 

necessarily match human perception and, thus, retrieval 

results of low-level approaches are generally unsatisfactory 

and often unpredictable.  

 WEB-SCALE image search engines mostly use 

keywords as queries and rely on surrounding text to search 

images. They suffer from the ambiguity of query keywords, 

because it is hard for users to accurately describe the visual 

content of target images only using keywords. For example, 

using “apple” as a query keyword, the retrieved images 

belong to different categories (also called concepts in this 

paper), such as “red apple,” “apple logo,” and “apple laptop.” 

This is the most common form of text search on the Web. 

 Most search engines do their text query and retrieval using 

keywords. The keywords based searches they usually provide 

results from blogs or other discussion boards. The user cannot 

have a satisfaction with these results due to lack of trusts on 

blogs etc. low precision and high recall rate. In early search 

engine that offered disambiguation to search terms. User 

intention identification plays an important role in the 

intelligent semantic search engine. 
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