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ABSTRACT 

Data generated from microarray experiments often suffer from missing values. As most 

downstream analyses need full matrices as input, these missing values have to be estimated. 

Bayesian principal component analysis (BPCA) is a well-known microarray missing value 

estimation method, but its performance is not satisfactory on datasetswith strong local similarity 

structure. A bicluster-based BPCA (bi-BPCA) method is proposed in this paper to fully exploit 

local structure of the matrix. In a bicluster, the most correlated genes and experimental 

conditions with the missing entry are identified, and BPCA is conducted on these biclusters to 

estimate the missing values. An automatic parameter learning scheme is also developed to obtain 

optimal parameters.Experimental results on four real microarray matrices indicate that bi-BPCA 

obtains the lowest normalized root-mean-square error on 82.14%  of all missing rates. Bayesian 

principal component analysis (BPCA), biclustering, microarray missing value estimation. 

 

INTRODUCTION 

 ABOUT DATA MINING 

 Data Mining Concepts 

It is a new terminology used in IT field to find some interesting information from a large 

database. It is a high-level application technique used to present and analyze data for decision-

makers. 

It is defined in many ways. Some of the definitions are 

 It refers to the finding of relevant and useful information from databases. 

 It deals with finding of patterns and hidden information from a large database. 
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 It is also known as Knowledge Discovery in Databases (KDD) which is defined as 

the nontrivial extraction of implicit, previously unknown and potentially useful 

information from the data. 

Data Mining Applications 

Data mining was initially successful in marketing. Now, it is used in many areas like wed 

mining, banking, medical, scientific research etc. It is widely used in Internet to personalize the 

website in order to provide the necessary information required by the users in a faster way. 

Methodology  

 Attribute Selection in multi array model 

How does ID3 decide which attribute multi array model is the best. A statistical property, 

called information gain, is used. Gain measures how well a given attribute separates training 

examples into targeted classes. The one with the highest information (information being the most 

useful for classification) is selected. In order to define gain, we first borrow an idea from 

information theory called entropy. Entropy measures the amount of information in an attribute. 

Given a collection S of c outcomes in multiarray 

Entropy(S) = S -p(I) log2 p(I) 

where p(I) is the proportion of S belonging to class I. S is over c. Log2 is log base 2.Note 

that S is not an attribute but the entire sample set. 

Example 1 

If S is a collection of 14 examples with 9 YES and 5 NO examples then 

Entropy(S) = - (9/14) Log2 (9/14) - (5/14) Log2 (5/14) = 0.940 

Notice entropy is 0 if all members of S belong to the same class (the data is perfectly classified). 

The range of entropy is 0 ("perfectly classified") to 1 ("totally random"). 

Gain(S, A) is information gain of example set S on attribute A is defined as 

Gain(S, A) = Entropy(S) - S ((|Sv| / |S|) * Entropy(Sv)) 
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Where: 

S is each value v of all possible values of attribute A 

Sv = subset of S for which attribute A has value v 

|Sv| = number of elements in Sv 

 Applications of ID3 in multi array model: 

 Decision Tree 

 Tree Generation Algorithm 

 Decision Rules  

Cancer Overview 

Accurately assessing cancer risk in average- and high-risk individuals and determining 

cancer prognosis in patients are crucial to controlling the suffering and death due to cancer. 

Cancer prediction models provide an important approach to assessing risk and prognosis by 

identifying individuals at high risk, facilitating the design and planning of clinical cancer trials, 

fostering the development of benefit-risk indices, and enabling estimates of the population 

burden and cost of cancer.  

The Epidemiology and Genomics Research Program (EGRP) has compiled the following 

list of cancer risk prediction models to serve as a research resource for investigators. 

 Bladder cancer 

 Breast cancer 

 Blood Cancer 

 Bone Can 

 Cervical cancer 

 Colorectal cancer 

 Stomach cancer 

 Liver cancer 
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 Lung cancer 

 Melanoma 

 Other cancers or multiple sites 

 Ovarian cancer 

 Pancreatic cancer 

 Prostate cancer 

 Testicular cancer 

 Blood Cancer  

Cancerous formation can attack any organic system of the human physiology. As part 

of blood cancer, the rapidly multiplying cancerous cells are found attacking the different aspects 

of the circulatory system. Besides blood and the lymphatic system; the bone marrow can also be 

the focus of attack. 

Primarily, there are three basic types of blood cancer. Each of the variety may also 

include several variations, but in general this cancer is categorized into the following kinds 

Leukemia- With spurt in the multiplicity of cancerous cells affecting either the marrow or the 

blood; the ability of the circulatory system to produce blood is severely impaired with. 

Lymphoma- The cancerous formation affecting the lymphocytes is referred to as the lymphoma. 

Lymphocytes are one of the varieties of white blood corpuscles. 

Myeloma- As part of Myeloma, the plasma (another variety of WBC) is affected by the 

cancerous formation. 

Characters of ID3 algorithm in multi array model 

Detailed elaborations are presented for the idea on ID3 algorithm of Decision Tree. An 

improved method called Improved ID3 algorithm that can improve the speed of generation is 

brought forward owing to the disadvantages of ID3 algorithm. Moreover, based on Improved 

ID3 algorithm, data mining for Blood-cancers is carried out for primarily predicting the 
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relationship between recurrence and other attributes of breast cancer by making use of SQL 

Server 2005 Analysis Services. Results prove the effectiveness of Decision Tree in medical data 

mining which provide physicians with diagnostic assistance. 

The basic principle of decision tree for constructing tree can be illustrated by ID3 

algorithm. It uses the divide-and-conquer strategy in the construction of decision tree, which uses 

the information gain of characteristic as the heuristic function of attribute selection of a branch in 

each node of the tree, selecting the information gain as the characteristic of the branch.  

ID3 in multi array model algorithm is described as follows  

Let E = D1× D2× ... × Dn be finite-dimensional vector n, where Djis a finite set of 

discrete symbols, E elements e = <v1, v2, ... ,vn> is the sample, vjDj, j = 1, 2, ..., n. Let PE be the 

positive sample set, NE be the anti-sample set, and the number of samples which are p and n. 

According to the principle of information theory. 

ID3 algorithm is based on two assumptions:  

In the vector space E, a decision tree classification probability for any sample and the 

probability for positive sample and anti-sample in E are the same.  

The expected bits of information needed for making the correct identification by a 

decision tree are: 

If attribute A is the root of the decision tree, A has n values {u1, u2, ... , un}, which will 

divide the sample set E into n subsets {E1, E2, ... , En}. Supposing that Eicontains pi positive 

samples and negative samples, then a subset of the information needed for the Eiis I (pi+ ni), and 

the expected information needed for the attribute A as the root node. 

Therefore, the information gain of classification attribute ofA as the root node is Gain (A) 

= I (p, n)-E (A). ID3 algorithm selection contributes the greatest attribute of Gain (A) to a branch 

of the node attributes, and each node of the decision tree is using this principle until the decision 

tree is completed (each node of the samples belong to the same class or all Category attributes 

are used up). One advantage of ID3 is its time of tree construction and difficulty of the task (such 



ISSN 2395-695X (Print) 

                                                                                                                                                         ISSN 2395-695X (Online)    

International Journal of Advanced Research in Biology Engineering Science and Technology (IJARBEST) 

Vol. 2, Special Issue 10, March 2016 

814 

All Rights Reserved © 2016 IJARBEST 

as the number of sample set samples, the number of attributes for each sample to study the 

complexity of the concept of the decision tree nodes) are steadily increasing in linear and the 

computation is relatively small. 

 

 

 EXISTING SYSTEM 

Existing Method: Decision tree classification algorithm 

Decision tree learning, used in statistics, data mining and machine learning, uses 

a decision tree as a predictive model which maps observations about an item to conclusions 

about the item's target value. More descriptive names for such tree models are classification 

trees or regression trees. In these tree structures, leaves represent class labels and branches 

represent conjunctions of features that lead to those class labels. 

In decision analysis, a decision tree can be used to visually and explicitly represent 

decisions and decision making. In data mining, a decision tree describes data but not decisions; 

rather the resulting classification tree can be an input for decision making. This page deals with 

decision trees in data mining. Decision tree learning is a method commonly used in data mining. 

The goal is to create a model that predicts the value of a target variable based on several input 

variables. An example is shown on the right. Each interior node corresponds to one of the input 

variables; there are edges to children for each of the possible values of that input variable. Each 

leaf represents a value of the target variable given the values of the input variables represented 

by the path from the root to the leaf. 

A tree can be "learned" by splitting the source set into subsets based on an attribute value 

test. This process is repeated on each derived subset in a recursive manner called recursive 

partitioning. The recursion is completed when the subset at a node has all the same value of the 

target variable, or when splitting no longer adds value to the predictions. This process of top-

down induction of decision trees (TDIDT) is an example of a greedy algorithm, and it is by far 
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the most common strategy for learning decision trees from data, but it is not the only strategy. In 

fact, some approaches have been developed recently allowing tree induction to be performed in a 

bottom-up fashion.  

In data mining, decision trees can be described also as the combination of mathematical 

and computational techniques to aid the description, categorisation and generalisation of a given 

set of data. In a decision tree, all paths from the root node to the leaf node proceed by way of 

conjunction, or AND. In a decision graph, it is possible to use disjunctions (ORs) to join two 

more paths together using Minimum message length (MML). Decision graphs have been further 

extended to allow for previously unstated new attributes to be learnt dynamically and used at 

different places within the graph. The general coding scheme results in better predictive accuracy 

and log-loss probabilistic scoring. In general, decision graphs infer models with fewer leaves 

than decision trees.  

Disadvantages of the Existing system 

The problem of learning an optimal decision tree is known to be NP-complete under 

several aspects of optimality and even for simple concepts. Consequently, practical decision-tree 

learning algorithms are based on heuristics such as the greedy algorithm where locally optimal 

decisions are made at each node. Such algorithms cannot guarantee to return the globally optimal 

decision tree. 

Decision-tree learners can create over-complex trees that do not generalise well from the 

training data. (This is known as over fitting) Mechanisms such as pruning are necessary to avoid 

this problem. 

There are concepts that are hard to learn because decision trees do not express them 

easily, such as XOR, parity or multiplexer problems. In such cases, the decision tree becomes 

prohibitively large. Approaches to solve the problem involve either changing the representation 

of the problem domain or using learning algorithms based on more expressive representations 

(such as statistical relational learning or inductive logic programming). 
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For data including categorical variables with different numbers of levels, information 

gain in decision trees is biased in favour of those attributes with more levels. 

PROPOSED SYSTEM 

Proposed Method: Decision tree classification method using modified ID3 algorithm. 

Cancer is one of the deadliest diseases found among many people across the world. Our 

project aims at helping the medical practitioners to diagnose the patients at the early stage which 

can reduce the number of deaths. The decision tree is an important classification method in data 

mining classification. The proposed work is that we have modified the id3 algorithm using 

decision tree classification method and included the pre-processing steps for the cancer data set 

to improve the accuracy of the classifier. The data set has missing values in it. In the pre-

processing steps of the data set, we have resolved it. Also the data set has data conflicts in it. And 

we have proposed an approach to resolve it. Then after pre-processing the data set, it is supplied 

to the modified algorithm which constructs the decision tree and thus it proves to increase the 

accuracy of the classifier. 

The proposed sample data used by ID3 has certain requirements, which are: 

Attribute-value description - the same attributes must describe each example and have a fixed 

number of values. 

Predefined classes - an example's attributes must already be defined, that is, they are not learned 

by ID3. 

Discrete classes - classes must be sharply delineated. Continuous classes broken up into vague 

categories such as a metal being "hard, quite hard, flexible, soft, quite soft" are suspect. 

Sufficient examples - since inductive generalization is used (i.e. not provable) there must be 

enough test cases to distinguish valid patterns from chance occurrences. 

The main task performed in these systems is using inductive methods to the given values 

of attributes of an unknown object to determine appropriate classification according to decision 
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tree rules. We examine the decision tree learning algorithm ID3 and implement this algorithm 

using C# programming. We first implement basic ID3 in which we dealt with the target function 

that has discrete output values.  

 ADVANTAGES OF PROPOSED SYSTEM 

Amongst other data mining methods, decision trees have various advantages: 

 Simple to understand and interpret 

People are able to understand decision tree models after a brief explanation. 

 Requires little data preparation 

Other techniques often require data normalisation, dummy variables need to be created 

and blank values to be removed. 

 Able to handle both numerical and categorical data 

Other techniques are usually specialised in analysing datasets that have only one type of 

variable. (For example, relation rules can be used only with nominal variables while 

neural networks can be used only with numerical variables.) 

 Uses a white box model 

If a given situation is observable in a model the explanation for the condition is easily 

explained by Boolean logic. (An example of a black box model is an artificial neural 

network since the explanation for the results is difficult to understand.) 

 Possible to validate a model using statistical tests 

 That makes it possible to account for the reliability of the model. 

 Robust: 
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Performs well even if its assumptions are somewhat violated by the true model from 

which the data were generated. 

 

 Performs well with large datasets  

Large amounts of data can be analysed using standard computing resources in reasonable 

time. 

CONCLUSION 

Classification is very essential to organise data, retrieve information correctly and 

swiftly. Implementing Machine learning to classify data is not easy given the huge amount of 

heterogeneous data that’s present in the web. ID3 algorithm depends entirely on the accuracy of 

the training data set for building its decision trees. The ID3 algorithm learns by supervision. It 

has to be shown what instances have what results. Due to this ID3 algorithm, it cannot be 

successfully classify documents in the web. The data in the web is unpredictable, volatile and 

most of it lacks Meta data.  

The way forward for Information Retrieval in the web, in the future opinion would be to 

advocate the creation of a semantic web where algorithms which are unsupervised and 

reinforcement learners are used to classify and retrieve data.  

Thus the thesis explains the trends, threads and process of the ID3 algorithm which was 

implemented for finding the missing values and  predicting blood cancer disease in a 

successfully manner. 

 FUTURE ENHANCEMENT 

Inductive learning algorithms have been suggested as alternatives to knowledge 

acquisition for expert systems. However, the application of machine learning algorithms often 

involves a number of subsidiary tasks to be performed as well as algorithm execution itself. It is 

important to help the domain expert manipulate his or her data so they are suitable for a specific 

algorithm, and subsequently to assess the algorithm results. These activities are often called pre-

processing and post processing.  
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The future enhancement discusses issues related to the application of the ID3 algorithm, 

an important representative of the inductive learning family. A prototype workbench which has 

been developed to provide an integrated approach to the application of ID3 is presented.  

The design rationale and the potential use of the system are justified. Finally, future 

directions and further enhancements of the workbench are discussed. 

 Can implement for web based application 

 Handshakes with Inductive learning algorithm 

 Improvisations can be done in the performance Evaluation  

 Prediction can be done for all kind of diseases 

 In case of huge range of data set, data load balancing can be done  
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