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ABSTRACT 

As web grows advance, where users can request and exchange information with 

others. The web services used to search the relevant details due to more number of web 

resources searching multi-key word by efficiently harvesting deep web interfaces is the 

biggest issue. In proposed system, Multi-Word Crawler is retrieving the web pages with 

relevant data using two search concepts, multi-key words ranked search and the synonym 

based search. The system provides all the possible relevant links. This process will be 

achieved in two ways. In the first way, the query is submitted to the application will be 

preprocessed, after preprocessing root words will be taken and it finds the synonym, 

hypernym and hyponym then it is listed to the user, with the help of query searching all the 

possible links can be found related to the search. In the second way, Multi-word Crawler 

achieves the output. If any words are selected in the displayed list, then all the web site links, 

images and news feeds will be provided as final output to the user. The additional feature in 

the Multi-word Crawler is after achieving the output, the bookmark concept is included. The 

bookmarked link will be added to the application directly not to the browser, and then the 

bookmarked content will be globally visible. 

 

Index terms: Multi-word Crawler, Synonym, Hypernym, Hyponym. 

 

1   INTRODUCTION  

The web services are increasing and more popular in nowadays. It is difficult to find 

the data from deep web. The main objective of this project is to search the multi word data 

from deep web interface. It uses clustering for their process. The data are provided in the 

form of synonym, hypernym and hyponym to the user. This method provides the similar 

meaning, general meaning and specific meaning to the user searched data. The existing 

strategy is not meeting these requirements, it just classifies the data into two stages, and they 

are sites locating and in sites exploring [1]. In this project Text clustering is used to cluster 

the data according to the user input term. Firstly the structure preprocesses the set of papers 

and the user given terms. The high-dimensional text vectors dimensionality is reduce by 

using the appraisal of character. The purpose of this project is to cluster the text entry based 

on the user typed input, to develop the correct web search (ontology) and overcome the 

grouping of unrelated documents into the collect matching documents. It also aims to help 

web users position the best explore tools for their search wants, ensuring in earlier and more 
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exact search results. The OTMM model is used with statistical method and also optimization 

models and it contains the ontology reference. The new techniques in each process are 

clustering by self-organized mapping (SOM) algorithm. SOM algorithm is a neural network 

model which has typical unsupervised learning and it clusters the input data using 

similarities. The Multi-Word Crawler approach is both effective and efficient. 

 

2   RELATED WORK        

The deep web consists of large volume of information; the previously proposed work 

has more number of tools and techniques. Some of the steps related to this work are given. 

 

2.1   Generic Crawlers: 

The Generic Crawlers are collecting the all searchable data that are related to input. It 

is not focused on the particular input given [10], [11], [12], [13], [14]. 

 

2.2   Focused Crawlers: 
 The Focused Crawlers selecting the links that lead to the document and it avoids the 

non-topic area. It consists of two types, FFC [4] and ACHE [8]. The Form-Focused Crawler 

(FFC) searches only the specific data according to user input [4] and the Adaptive Crawler 

for Hidden-web Entries is same as FFC, it also searching only the specific data [8]. The FFC 

searches the data using the three components such as form classifier, page and then link. 

ACHE is extending from the FFC with two more additional components such as adaptive link 

ranker and form filtering. 

 

2.3   Smart Crawler: 

Smart Crawler is a particular domain crawler [1]. It locates the relevant deep web 

content. Smart Crawler is an effective deep web harvesting framework that achieves the high 

efficiency and broad coverage for a Focused Crawler. Smart Crawler is divided the stages 

into two. The first stage is Site-locating and then the second stage is In-site exploring [1]. The 

site locating stage, performs the searching for center pages using site based technique with 

the help of search engines, it avoid visiting a more pages. Smart Crawler prioritizes the 

highly relevant data according to the topic by rank the websites. The in-site exploring, 

extracts the more relevant links by achieving the in-site searching fastly. The site-locating 

helps to achieve broad coverage of sites for the crawler and the in-site exploring efficiently 

perform searching for the data within the site. The link tree data structure is designed to 

achieve broad coverage to eliminate one sided visiting of relevant links from the hidden web. 

It first ranks the sites and then prioritizes the links within the site [1]. 

 

2.4   Web Crawler: 

Web Crawler is a script of program or software, it browses the web into two manners 

they are systematic manner and automatic. The web structure is graphical. The architecture of 

web crawler consists of three main components: frontier, and then page downloader and last 

component are web repository. The frontier stores the URL’s list related to topic to visit the 

data [17]; the page downloader is used to download the web pages and the web repository 

receives the web pages from crawler and stores the web pages in the database [19]. The web 
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crawler is classified into four types namely, Focused Web Crawler, Incremental Crawler, 

Distributed Crawler and Parallel Crawler.  

 

Focused Web Crawler  
The Focused Web Crawler is also known as Topic Crawler. Focused Web Crawler 

downloads the pages that are related to each other. It collects the documents that are specific 

and relevant to the user input data [17], [18]. 

 

Incremental Crawler  
Incremental Crawler is a traditional crawler, the collected data is refreshed using this 

crawler, and it replaces the old documents continuously with the downloaded new documents 

[20]. 

  

Distributed Crawler  
Distributed web crawler is the distributed computing technique. More number of 

crawlers is working together to distribute in the process of web crawling, to have the more 

web data by broad coverage [21].  

 

Parallel Crawler  
In Parallel Crawler, Multiple crawlers are run in parallel. It consists of C-procs a 

multiple crawling processes. It also depends on the freshness of page and selection of page 

[22].  

 

 

 

3   DESIGN 

 

3.1   SYSTEM ARCHITECTURE 

 

 

                    

 

Fig.1: The System Architecture of Multi-Word Crawler. 



ISSN 2395-695X (Print) 

                                                                                                                                                         ISSN 2395-695X (Online)    

International Journal of Advanced Research in Biology Engineering Science and Technology (IJARBEST) 

Vol. 2, Special Issue 10, March 2016 

594 

All Rights Reserved © 2016 IJARBEST 

 

                           

 The architecture shows that the user interface gets the input from the user. The user 

classes and characteristics are:  

       User: User can enter the search space and they can search the keyword and get the 

more relevant result based on ontology technique.  

       WordNet: This is the tool for ontology clustering process, use this tool for NLP to 

generate the similar meaning words for user input. 

      Deep Search: The system searches the user input data and also the word has similar 

meaning and provide the relevant data for search result. 

 The input key term is preprocessed with term similarity generation using wordnet 

tool.The input terms are classified with the help of database. The input data sets finally 

go to the web server after processed. The web server provides the final result to the user. 

 

4   MULTI-WORD CRAWLER SYSTEM 

Multi-Word Crawler system proposes a practically flexible and efficient searchable 

scheme which supports two types of search concept, multi-keyword ranked search and the 

synonym based search. To address the multi-keyword search with ranking the result, the 

Vector Space Model (VSM) is used. It builds the document index. Each and every document 

is expressed as a vector and the dimension value of each document is the Term Frequency 

(TF) weight of its related keyword. A new vector is also developed in the phase of query. The 

new vector has also the same dimension with the document index and their each dimension 

has value denoted as Inverse Document Frequency (IDF) weight. The cosine measure is used 

to find the similarity of document to the search input. The search efficiency is improved using 

a binary tree which is balanced with tree-based index structure. The document index vector is 

used to construct the searchable index tree. The related documents can be easily found by the 

tree traversing. 

 

4.1   ADVANTAGES: 

 It provides the searchable data into three forms, namely, synonym, hypernym and 

hyponym. 

 Easier to find the data from deep web and delivers quickly to the user.  

 Bookmarked link is globally visible. 

5   IMPLEMENTATION 

                In the implementation stage the project is turned out from theoretical design to the 

working system. It is the most critical stage for achieving the new successful system, and 

provides the confidence to the user that the new system will effectively work. The 

implementation stage involves planning, investigation of the old system and its details on 

implementation, and designing of these methods to achieve the changes and evaluating the 

changeover methods. It is the process of converting a design of new system into operation 
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process. It is the phase that focuses on training for user, preparation of site and conversion of 

file for developing a new system. In this section the techniques and modules for the proposed 

approach are explained for implementation. 

 5.1   STEPS TO BE FOLLOWED  

5.1.1  User Interface 

 Search space 

 User Input 

5.1.2  Data Preprocessing 

 Stop word Removal 

5.1.3  Ontology Clustering 

 Multi-term Search 

5.1.4  Cluster the Most Relevant Content 

5.1.5  Universal Bookmarking 

5.1.1   USER INTERFACE 

User interface is a collection of techniques and mechanism to interact with something. 

It is a subset of a field of study called HCI (Human-Computer Interaction). HCI is the process 

of planning and design that how the user and system work together to satisfy the user needs 

in an effective way.   

  Search space 

 After the user login process, the web user enters into the search page. 

 It is the place for user to search the content from the web server. 

 This Search Space provides the interface for user and the system. 

 

  User Input 
 Getting the input query for search process from the user. 

                

User Login Verification

DataBase

Searching 

for 

answers

 

                                                         Fig.2: User Interface 

 

5.1.2   DATA PREPROCESSING 

  Stop Word Removal 
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Stop words are the one type of words that are filtered out before, or after, 

processing of data. It is controlled by the input of human and it is not automated. 

Some of the short function words are at, which, on, is and the. 

                         

Search query Stop Words Read Each 

words

Remove 

Stopwords

Stem to 

root words

 

                                                      Fig.3: Data Preprocessing 

 

5.1.3   ONTOLOGY CLUSTERING 

 Nym’s Group: Words stopping with nym’s are used to describe the different classes 

of words, and their    relationships in between the words.  

 Hypernym: It provides the general meaning for the word than another. 

 Hyponym: It provides the specific meaning for the word than another. 

 Synonym: It provides the two or more words have same or similar meaning. 

 Text Analysis: 

 

 It analyses the text to find the data from the deep web. 

 The results are provided to the user in the form of sentence and document.  

 Multi-term Search 

            Get the multi-term input from the user and it will search the keyword one by 

one and get the relevant content from the web servers. The system get the search result 

deeply from the search engines and its search the terms randomly till last key term in 

that multi-term list. 
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Search results
Cluster 

result

Synonym

Hypernym

Hyponym

 
                                                           Fig.4: Ontology Clustering 

 

 

5.1.4   CLUSTER THE MOST RELEVANT CONTENT 

Cluster the sentences by keywords. Thus, the keywords that represent the input are 

identified within the text collection due to clustering. From the multi-term search result, 

cluster the more relevant content based on the relationship user input term. And classify the 

cluster and give the final output like most relevant content comes first and outcomes next to 

the output screen. 

5.1.5   UNIVERSAL BOOKMARKING 

 From the search result user can open any result page link from the list of result, if the 

user feel any of page contains the best answer of them point of view they can bookmark the 

page link, system will store the input query and the bookmarked link in the database. In 

future, if the user going to search the same query input or similar query input in the search 

after preprocessing and before ontology, system going to check that query or related to that 

query is available in the bookmark list, if the query is match in bookmark user get the 

bookmarked page links directly, here going to reduce the time and provide trust content. 

6    RESULTS 

6.1   OUTCOMES OF STEPS 

Test  Requirement 

or Purpose 

Action / Input Expected 

Result 

Actual 

Result 

P/F 

1 Validating the 

user information 

Click the login 

button 

Valid user Same as 

expected 

Pass 

2 Searching for 

keyword 

Submit Query List of 

Meanings will 

be displayed 

Same as 

expected 

Pass 
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3 Clustering Submit Query Meanings are 

clustered  

Same as 

expected 

Pass 

4 Searching for 

results 

Click on the 

“search button” 

Search results 

will be 

clustered 

Same as 

expected 

Pass 

 

 

 

 

 

6.2   SCREENSHOTS 

6.2.1   HOMEPAGE                                                         6.2.2   NEW USER 

     

 

6.2.3   LOGIN                                                                   6.2.4   DATA PREPROCESSING 
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6.2.5   ONTOLOGY CLUSTERING                             6.2.6   RELEVANT CONTENT 

                                                                                                                                      

 

    

 

CONCLUSION 

The proposed method of Multi-Word Crawler harvesting for DWI provides the 

Synonym, Hypernym and Hyponym for the query searched by the user. This method has the 

benefit that it extracting the data records and providing the alignment options for the data. 

This method is efficient and effective for clustering the research proposals with English texts. 

It supports two types of search such as multi-keyword ranked search and synonym based 

search. The bookmark concept is included that is the bookmarked link will be added to the 

application so that the bookmarked content will visible globally. The new techniques used in 

data extraction from deep webs are improved in this system to achieve the efficiency. 
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