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ABSTRACT 
 

Big sensor data is established in both industry and scientific research applications 

where the data is generated with high volume and velocity it is difficult to process using 

database management tools or traditional data processing applications. Cloud computing 

provides a  promising platform to support the addressing of this challenge as it provides a 

flexible load of massive computing, storage, and software services in a scalable manner at 

low cost. Some techniques have been developed in latest years for processing sensor data on 

cloud, such as sensor-cloud.  

 

However, these techniques do not offer efficient support on fast detection and locating 
of errors in big sensor data sets. For fast data error detection in big sensor data sets, in this 

project,   develop a novel data error detection approach which exploits the full computation 

possible of cloud platform and the network feature of WSN. Firstly, a set of sensor data error 

types are classified and defined. Based on that ordering, the network feature of a clustered 

WSN is introduced and analyzed to support fast error detection and location. Especially, in 

our proposed approach, the error detection is based on the scale-free network topology and 

most of detection processes can be conducted in limited temporal or spatial data blocks 

instead of a entire big data set. Hence the detection and location process can be dramatically 

accelerated.  

 

The detection and location tasks can be scattered to cloud platform to fully exploit the 

computation power and massive storage. Through the research on our cloud computing 

platform of U-Cloud, it is demonstrated that our proposed approach can significantly 

decrease the time for error detection and location in big data sets generated by large scale 

sensor network systems with acceptable error detecting accuracy.  

 

By doing so, it transforms the problem from analyzing real-valued sample points to 

binary codes, which releases the door for coding theory to be incorporated into the study of 

anonymous sensor networks. In addition, to moderate the limitations of previous schemes, the 

project proposes a zone-based node error detection scheme in big sensor networks. The main 

idea of the proposed scheme is to use sequential hypothesis testing to detect suspect regions 

in which error detection nodes are likely placed. A fast and effective error replica node 

detection scheme is proposed using the Successive Probability Ratio Test. The application is 

designed by using Microsoft Visual C# .NET 2005 as front end and MS SQL SERVER 2000 

as back end. 
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INTRODUCTION 
  

 Recently, we enter a new age of data explosion which brings about new challenges for 

big data processing. In general, big data is a group of data sets so large and complex that it 

becomes difficult to process with onhanddatabase management systems or traditional data 

handling applications. It represents the progress of the human cognitive processes, usually 

includes data sets with sizes beyond the skill of current technology, method and theory to 

capture, manage, and process the data within a tolerable elapsed time. 

 

 Big data has typical characteristics of five ‘V’s, volume, variety, velocity, validity and 

value. Big data sets come from countless areas, including meteorology, connectomics, 

complex physics simulations, genomics, biological study, gene analysis and environmental 

research According to literature, since 1980s, generated data pair its size in completely 40 

months all over the world. In the year of 2012, there were 2.5 quintillion (2.5 _ 1018) bytes of 

data being generated every day. Hence, how to process big data has become a fundamental 

and critical challenge for modern society. Cloud computing provides a gifted platform  

for big data processing with powerful computation skill, storage, scalability, resource reuse 

and low cost, and has attracted significant attention in alignment with big data. 

 

One of important source for technical big data is the data sets collected by wireless 

sensor networks (WSN). Wireless sensor networks have latent of expressively enhancing 

people’s ability to monitor and interact with their physical atmosphere. Big data set from 

sensors is often subject to bribery and losses due to wireless medium of statement and 

presence of hardware inaccuracies in the nodes. For a WSN application to realize an 

appropriate result, it is needed that the data received is clean, accurate, and lossless. 

However, effective finding and cleaning of sensor big data errors is a puzzling issue 

demanding innovative solutions. 

 

EXISTING SYSTEM 
 

The existing system introduces the concept of “interval in distinguish ability” and 

illustrates how the problem of statistical source privacy can be mapped to the problem of 

interval in distinguishability. It proposes a quantitative measure to calculate statistical source 

secrecy in sensor networks. 

 

By introducing real and fake interval concept, the messages are differentiated by the 

proper observer. The unauthorized observer fails in distinguishing the messages and failed to 

find the node location. 

 

DRAWBACKS OF EXISTING SYSTEM 
 

 Replica attack made by closest nodes cannot be identified. 

 

 Extra messages need to be communicated between sender and observer nodes. 

 

 Nodes awakening time is more. 
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PROPOSED SYSTEM 

The proposed system work is motivated from modifying the limitations of previous 

schemes. In particular, the new system proposes a reputation-based trust management scheme 

that is designed to facilitate fast detection and revocation of bargained nodes. The key idea of 

our scheme is to detect untrustworthy zones and perform software attestation against nodes in 

these zones to notice and revoke the ones that are compromised.  

 

Specifically, it first divides the network into a set of zones, create trust levels for each 

zone, and detect untrustworthy zones by using the Sequential Probability Ratio Test (SPRT).  

 

Once a zone is determined tobe unreliable, the base station or the network operator 

performs software verification against all nodes in the untrustworthy zone, detects 

compromised nodes with subverted software modules, and physically withdraws them. 

 

In addition, a novel mobile replica detection scheme is proposed based on the 

Sequential Probability Ratio Test (SPRT). The new system uses the statistic that an 

uncompromised mobile node should never move at speeds in excess of the system-arranged 

maximum speed. As a result, a benign mobile sensor node’s measured speed will nearly 
always belessthan the system-organized maximum speed as long as it employs a speed 

measurement system with a low error rate.  

 

On the other hand, model nodes are in two or more places at the same time. This 

makes it appear as if the fake node is moving much faster than any of the benign nodes, and 

thus the replica nodes’ measured speeds will often be over the system-molded maximum 

speed. 

 

ADVANTAGES OF THE PROPOSED SYSTEM 
 

 The main benefit of this zone-based detection approach lies in achieving fast node 

compromise detection and revocation while saving the large amount of time and effort 

that would be incurred from using periodic software attestation. 

 

 By detecting an entire zone at once, the system can identify the approximate source of 

bad behavior and react quickly, rather than waiting for a specific node to be identified.  
 

 When multiple nodes are compromised in one zone, they can all be detected and 

revoked at one time. 

 

 The proposed system validates the effectiveness, efficiency, and robustness of the 

scheme through analysis and simulation experiments. 

 

 The new system finds that the main attack against the SPRT-based scheme is when 

replica nodes fail to provide signed location and time information for speed 

measurement. 
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 To overcome this attack, the new system employs a quarantine defense technique to 

block the noncompliant nodes. 

 

 It provides analyses of the number of speed measurements needed to make replica 

detection decisions, which shows is quite low, and the amount of overhead incurred 

by running the protocol.  

 

ALGORITHMS 
 

To deploy the proposed error detection model and identifying the location of the error, 

the algorithm can be divided into two parts, detection and location. In this section, we will 

introduce the big data error detection/location algorithm, and its combination strategy with 

cloud. 

 

1. Error Detection 

 

We propose a two-phase style to conduct the computation required in the whole 

process of error detection and localization. At the stage of error detection, there are three 

inputs for the error detection algorithm. The first is the graph of network. The second is the 

total composed data set D and the third is the defined error patterns P. The output of the error 

detection algorithm is the error set D’. 
 

2. Error Localization 

 

After the error design matching and error detection, it is important to locate the 

position and source of the discovered fault in the original WSN graph G (V, E). The input of 

the Algorithm 2 is the original graph of a scale-free network G (V, E), and an fault data D 

from Algorithm 1. The output of the algorithm 2 is G’ (V’, E’) which is the subset of the G to 

Indicate the error location and source. 

 

Experiment Environment and Process 
 

The U-Cloud system is set up as shown in Appendix C.1, available in the online 

supplemental material. Four types of data values collected by a real WSN (scale-free complex 

network system) are used as the testing data set. The total testing data set size is around 

2,000,000 KB, including temperature, sound, light and vibration. Even only considering one 

node, four types of testing data are gathered with different frequency. In other words, the data 

sampling from each real world node is heterogeneous. Before the experiment, we conduct the 

normalization for the testing data set. 

 

CONCLUSIONS AND FUTURE WORK 
  

 In order to detect errors in big data sets from sensor network systems, a novel 

approach is developed with cloud computing. Firstly error classification for big data sets is 

presented. Secondly, the correlation between sensor network systems and the scale-free 

complex networks are introduced. 
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 According to each error type and the features from scale-free networks, we have 

proposed a time-efficient strategy for detecting and locating errors in big data sets on cloud. 

With the experiment results from our cloud computing environment U-Cloud, it is 

demonstrated that 1) the proposed scale-free error detecting approach can significantly reduce 

the time for fast error detection in numeric big data sets, and 2) the proposed approach 

achieves similar error selection ratio to non-scale-free error detection approaches.  

  

 In future, in accordance with error detection for big data sets from sensor network 

systems on cloud, the issues such as error correction, big data cleaning and recovery will be 

further explored. 
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